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1 Introduction
At RAN2#103b meeting, there was a left issue to be discussed further as following.

R2-1814873
Reducing the impact of option 5 on EPC Service Request Procedure and the need to restore Core Network Overload Protection
Vodafone España SA
discussion

=>
Let us come back next meeting with perfect solutions and decide what can we do for this or future releases.

In this paper, we provide our analysis on scheduling and overload issues for LTE-5GC, and possible solutions are also provided.
2 Discussion
In the paper [1], the following issues are indicated.

· Issue1: scheduling related:
msg. 5 scheduling. In LTE/EPC, the RRC establishment cause MO-data in msg.3 will indicate to BS that the msg.5 will include the EPS NAS message of Service Request. Then the BS knows the size of msg.5, and it can allocate UL grant for msg.5 without waiting for SR and or BSR, which can speed up the corresponding CP procedure. However, in case that the ng-eNB can connect to EPC and 5GC simultaneously, the UE accessing 5GC also may include this cause value in msg.3, and the size of the 5GS NAS message of Service Request is larger than that of EPS NAS message of Service Request. Furthermore, the size of 5G Service Request is variable between [11-113] octets. In this case, the ng-eNB does not know how much UL resources to allocate for transmitting msg.5.

· Issue2: overload related:

Overload of one MME or AMF. In LTE/EPC, MME may send overload indication to RAN so that the BS can reject the UEs using msg.4 based on the RRC establishment cause value in msg.3. In case that the ng-eNB can connect to EPC and 5GC simultaneously, ng-eNB cannot know which CN type the UE is accessing, hence it cannot apply the overload requirement from one MME. Even if the ACB or UAC are applied, the load towards to all MMEs/AMFs will be restricted but not towards one specular CN node.

Here are our analysis on the two issues:
· For issue1, if the network’s policy is to guarantee the fast CP procedure triggered by EPS Service request, upon receiving an msg.3 containing MO-data as RRC establishment cause, the network could allocate the UL radio resource assuming that UE is accessing EPC. If the UE is actually accessing 5GC, it will transmit part of msg.5 and the BSR using this UL grant, and then transmit the left part of msg.5 using the next UL grant allocated by ng-eNB based on the BSR reported by UE. Since the size of 5GS Service Request is variable, as long as the ng-eNB does not intend to allocate redundant UL grant for every msg.5, the BSR always needed to be reported by UE accessing 5GC. In general, we think this issue can be handled by network implementation.

· For issue2, if the ng-eNB has received an overload indication from one MME/AMF, it could set appropriate Access Control parameters accordingly to restrict UE’s RRC connection setup attempt, which saves RACH resources and UL-CCCH resources. And considering both of TS 24.301 and TS 34.501 have specified the load balancing method to distribute load to each MME/AMF in a MME/AMF pool to avoid one specular CN node experience overload, it is expected that combination of load balancing method and Access Control method may alleviate the overload situation
Observation 1: For scheduling related issues, network implementations can handle them so it seems no need for further standard discussions.

For overload related issues, SA2 had agreed on a LS from SA2 to RAN2 (Cc CT1 and RAN3). In this LS, SA2 also mentioned an overload issue (which is similar as analysed in [1]), and the action to RAN2 is as follows:
To RAN 2 group

ACTION: 
SA 2 politely asks RAN 2 to solve this issue and to take into account SA 2’s preference to not adopt a solution requiring coordination between EPC and 5GC identifiers.
During SA2 discussions at SA2#129 meeting, there was a candidate solution that including a wait time in RRC Connection Release message, which was also mentioned in [1]. In our understanding, this solution may help to alleviate the overload situation because otherwise UEs will try to initiate RRC setup immediately after RRC connection released, so we propose to add this wait timer in RRC Connection Release message.

Proposal 1: It is proposed to add a wait timer in RRCConnectionRelease message.
3 Conclusion

In this paper, we discuss the issues regarding msg.5 scheduling and overload control, and provide the following observations and proposals.

Observation 1: For scheduling related issues, network implementations can handle them so it seems no need for further standard discussions.

Proposal 1: It is proposed to add a wait timer in RRCConnectionRelease message.
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