Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG-RAN WG2 #104	R2-1817916
Spokane, USA, 12th – 16th November 2018

Agenda Item:	11.1.2
Source:	Ericsson, AT&T, KDDI, CATT, LG, Intel, Lenovo, Motorola Mobility, Kyocera, ZTE, Sony, Verizon 
Title:	Way Forward on RLC Termination
Document for:	Discussion, Decision

1	Introduction
At the last RAN2 meeting, the topic of RLC ARQ termination point was discussed as part of the unified design N:1 and 1:1 bearer mapping discussion. At the meeting, it was agreed that hop by hop RLC should be supported (see below) and yet it was stated that support of End-to-end ARQ for 1:1 mapping is not excluded. 
In our view, it is not feasible to include End-to-end ARQ in the unified design for several reasons, as discussed in detail below, and it is therefore important for further progress that we focus only on standardizing hop by hop RLC when going to the work item phase. 

Agreements:
1. The IAB architecture should support many-to-one and one-to-one bearer mappings in a design since both mapping option provide benefits in different deployment and traffic scenarios.
2. The design should allow many-to-one and one-to-one bearer mappings to be used at the same time 
3. The unified design supports hop-by-hop ARQ.  End-to-end ARQ is not excluded for one-to-one mapping.  
4. The unified design addresses LCID-space and LCG-space limitations to support fine-granular QoS for a sufficiently large number of bearers.
5. The WI should aim for a IAB system with both bearer mapping (N-to-1 and 1-to-1) options for Rel.16.

2 	Analysis of End-to-end RLC ARQ in the context of unified IAB design
End to end ARQ is fundamentally different from hop-by-hop ARQ in the following ways:
· Since the peer RLC entity for the UE’s RLC terminates at the Donor DU in the case of E2E ARQ
· it is not possible to put any additional protocol layers on top of RLC excluding N:1 mapping, which is part of the agreed unified architecture.
· it means that the UE specific F1-AP signalling has to be terminated at both the Donor DU (to configure the peer RLC entity at the Donor DU that is specific to the UE) and at the IAB node (to configure the peer MAC and PHY entities at the IAB node). This is different from the hop by hop case, where UE specific F1-AP signalling is sent only to the IAB nodes to configure the RLC/MAC/PHY peer entities at the IAB node for the UE bearers, while other F1-AP signalling goes to the Donor DU or IAB nodes to manage the RLC/MAC/PHY of the BH RLC channels.
[bookmark: _Toc528847824]E2e does not fit into the unified design since:
a. [bookmark: _Toc528847825]It does not support N:1 mapping.
b. [bookmark: _Toc528847826]It requires two logical F1-AP terminations (one at the donor DU, and one at the access IAB node) to handle UE bearers.

Given also that we already have agreed to support N:1 and 1:1 mapping as well as hop-by-hop RLC, there is no benefits with also supporting end to end RLC ARQ (it just adds complexity). 
[bookmark: _Toc528668268][bookmark: _Toc528847827]E2E ARQ does not provide any significant benefits over hop by hop ARQ, which has already agreed to be supported. 
3 	Other drawbacks of end-to-end RLC ARQ
There are several issues with having an E2E RLC ARQ for multi-hop IAB networks:
· It introduces a new functional split in 3GPP where MAC/RLC Segmentation is terminated in IAB nodes, while RLC ARQ is terminated at the donor DU. Introducing such a new functional split may lead to significant work in RAN2/3 to specify and handle inter-node (Donor DU and IAB node) and inter-layer (RLC and MAC) interactions. 
· Note: This new split corresponds to the Option 3 split in 38.801 which has already been studied and rejected in RAN3.

· More capability required in the Donor DU to terminate the RLC ARQ for all bearers of all UEs connected to all the IAB nodes that are served by the Donor DU. This increases the risk that not all potential gNB-DUs on the market would be capable to act as Donor DUs, which in turn limits the viability of IAB node deployments.

· It is questionable if the solution can support IAB node topology changes, specifically those involving Donor DU change, since all RLC entities of all bearers of all the UEs under the relocating IAB node and all the UEs under the descendant IAB nodes of the relocating IAB node need to be reset and re-established. 
· This is not transparent to the UEs and may cause service interruption as RLC packets that are partially transmitted over some of the hops have to be retransmitted again. 
· An alternative to avoid this is to perform RLC context transfer for all the affected bearers between the two DUs. Such functionality is supported neither in NR nor LTE, and there is no interface between the DUs. 

[bookmark: _Toc523387408][bookmark: _Toc528668269][bookmark: _Toc528847828]Terminating parts of RLC in the DU and other parts in the IAB node introduces a new functional split in 3GPP which will lead to significant work in RAN2/RAN3. RAN3 has already rejected such functionality split during NR CU-DU split discussions (See 38.801 Option 3). 
[bookmark: _Toc523387409][bookmark: _Toc528668270][bookmark: _Toc528847829]Terminating the RLC ARQ at the Donor DU increases the capability requirements of the Donor DU, increasing the risk that not all DUs would support IAB nodes, which limits the viability of IAB node deployments. 
[bookmark: _Toc523387410][bookmark: _Toc528668271][bookmark: _Toc528847830]Since RLC relocation is not supported in 3GPP networks and UEs, topology change of an IAB node that requires an IAB donor DU change is likely to lead to service interruption for all UEs connected to the IAB node and descendant IAB nodes in case RLC ARQ is terminated at the donor DU.
4 	Feasibility and performance comparison
TR 38.874 contains a comparison table of hop by hop RLC and end to end RLC. To quickly summarize, there are some minor pros/cons with the both solutions.
End-to-end ARQ suffers from slower and less efficient re-transmission because transmission failure is not detected hop by hop but end to end. It could benefit from the possibility to forward segment (without performing reassembly), but not performing reassembly would increase overhead since the RLC segments may become smaller and smaller at each hop. 
Both solutions may require some parameter tuning due to the support of multi-hop, e.g. End-to-end need to tune RLC behaviour due to longer delay, while hop-by-hop configurations have to ensure that PDCP window is not exceeded.
End-to-end RLC may have some issues with RLC window managements, e.g. stalls, more lost RLC status reports, etc. As for the handling of RLF due to reaching the maximum number of RLC retransmissions, since end to end RLC retransmissions take longer time than hop-by-hop, detecting and triggering an RLF due to reaching the maximum number of RLC retransmission may be delayed significantly and that can eventually cause additional packet losses (e.g. due to PDCP discard timer expiry) or unnecessary retransmissions (e.g. due to TCP timeout).
Hop-by-hop RLC may not guarantee lossless delivery of UL packets during an RLF on a backhaul link. This issue has been extensively discussed in the email discussion on the reliability of hop by hop RLC [1], and there are several solutions available on handling it. In our view, an RLF between two network nodes is a serious issue that the network deployment should try to avoid rather than a normally occurring scenario. Having some packet loss in such scenarios can even be considered as acceptable, as it is very likely that the performance is going to be degraded anyways, even if we assure UL lossless delivery is guaranteed (either via end to end RLC or via hop by hop RLC with the proposed enhancements in [1]) due to delays related to establishing the new route.  Apart from the solutions discussed in [1], multi-connectivity solutions can also be used to actively change the route when a problem occurs on one route. 
The following observations are made:
[bookmark: _Toc528668273][bookmark: _Toc528847831][bookmark: _Toc523387412]End to end RLC ARQ leads to several issues while having no significant benefit as compared with hop by hop RLC, except for guaranteeing UL lossless packet delivery during an RLF on a backhaul link between two IAB (network) nodes. 
[bookmark: _Toc528668274][bookmark: _Toc528847832]RLF on a backhaul link between network nodes is not a frequently occurring scenario, and even if lossless delivery is guaranteed, performance is likely going to degrade anyways due to the long delays incurred for establishing a new route. 
Given that it has already been agreed to support hop-by-hop ARQ solution for N:1 mapping and hop-by-hop ARQ also supports 1:1 mapping, there is no benefit with also supporting end to end ARQ.  
Considering all the above observations, it is proposed to adopt only hop-by-hop RLC solution for multi-hop IAB networks.
[bookmark: _Toc523387195][bookmark: _Toc523844765][bookmark: _Toc523844768][bookmark: _Toc524088427][bookmark: _Toc525742217][bookmark: _Toc525860842][bookmark: _Toc528668275][bookmark: _Toc528876293]The rel-16 work item on IAB networks will support only hop by hop RLC ARQ.
4 	Conclusion
In the previous sections we made the following observations: 
Observation 1	E2e does not fit into the unified design since:
a.	It does not support N:1 mapping.
b.	It requires two logical F1-AP terminations (one at the donor DU, and one at the access IAB node) to handle UE bearers.
Observation 2	E2E ARQ does not provide any significant benefits over hop by hop ARQ, which has already agreed to be supported.
Observation 3	Terminating parts of RLC in the DU and other parts in the IAB node introduces a new functional split in 3GPP which will lead to significant work in RAN2/RAN3. RAN3 has already rejected such functionality split during NR CU-DU split discussions (See 38.80 Option 3).
Observation 4	Terminating the RLC ARQ at the Donor DU increases the capability requirements of the Donor DU, increasing the risk that not all DUs would support IAB nodes, which limits the viability of IAB node deployments.
Observation 5	Since RLC relocation is not supported in 3GPP networks and UEs, topology change of an IAB node that requires an IAB donor DU change is likely to lead to service interruption for all UEs connected to the IAB node and descendant IAB nodes in case RLC ARQ is terminated at the donor DU.
Observation 6	End to end RLC ARQ leads to several issues while having no significant benefit as compared with hop by hop RLC, except for guaranteeing UL lossless packet delivery during an RLF on a backhaul link between two IAB (network) nodes.
Observation 7	RLF on a backhaul link between network nodes is not a frequently occurring scenario, and even if lossless delivery is guaranteed, performance is likely going to degrade anyways due to the long delays incurred for establishing a new route.

[bookmark: _GoBack]Based on the discussion and observations in the previous sections, we propose the following:
Proposal 1	The rel-16 work item on IAB networks will support only hop by hop RLC ARQ.

It is proposed to agree to text proposal in section 6 to TR 38.874 
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6	Text proposal to TR 38.874
[bookmark: _Toc525213634]8.2.3 	Multi-hop RLC ARQ
For RLC AM, ARQ can be conducted hop-by-hop along access and backhaul links (Figure 8.2-1b, c and 8.2-2). It is also possible to support ARQ end-to-end between UE and IAB-donor (Figure 8.2-1a). Since RLC segmentation is a just-in-time process it is always conducted in a hop-by-hop manner. The figures show example protocol stacks and do not preclude other possibilities.
The study includes hop-by-hop and end-to-end RLC ARQ. 
The type of multi-hop RLC ARQ and adaptation-layer placement have the following interdependence:
· End-to-end ARQ: Adaptation layer is integrated with MAC layer or placed above MAC layer
· Hop-by-hop ARQ:  No interdependence

End-to-end reliability requires further study.


Table 8.2.3-1: Observations for end-to-end and hop-by-hop ARQ

	Metric
	Hop-by-hop RLC ARQ
	End-to-end RLC ARQ

	Forwarding latency
	Potentially higher as packets have to pass through RLC-state machine on each hop.
	Potentially lower as packets do not go through the RLC state machine on intermediate IAB-nodes.

	Latency due to retransmission
	Independent of number of hops
	Increases with number of hops

	Capacity
	Packet loss requires retransmission only on one link. Avoids redundant retransmission of packets over links where the packet has already been successfully transmitted.
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted. 

	Hop count limitation due to RLC parameters
	Hop count is not affected by max window size.

	Hop count may be limited by the end-to-end RLC latency due to max window size.

	Hop count limitation due to PCDP parameters
	Hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. This may increase probability to exceed max PDCP window size.
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 

	Processing and memory impact on intermediate IAB-nodes
	Larger since processing and memory is required on intermediate IAB-nodes. 
	Smaller since intermediate path-nodes do not need ARQ state machine and flow window.

	RLC specification impact
	No stage-3 impact expected
	Potential stage-3 impact It requires a change to the RLC-MAC layer interaction and a change to RLC implementation relative to NR Release 15. The adaptation layer would need to receive the allowed PDU size from the MAC layer and convey this to the RLC layer.

	L2 overhead
	Equal or less compared to end-to-end RLC ARQ.
	Higher if there is RLC segmentation as the adaptation layer header is added to each RLC SDU segment.

	Operational impact for IAB-node to IAB-donor upgrades
	IAB-nodes and IAB-donors use the same hop-by-hop RLC ARQ. As a result, this functionality is completely unaffected by the upgrade of IAB-node to IAB-donor at availability of fiber, potentially reducing the effort required to confirm proper operation. 
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.

	Configuration complexity
	RLC timers are not dependent on hop-count.
	RLC timers become hop-count dependent. 

	Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)
	Current specification cannot ensure data lossless delivery when IAB topology changes are performed without additional enhancements (examples listed below).
	Lossless delivery ensured due to end to end RLC feedback.

	Bearer mapping
	Supports both 1:1 and N:1 bearer mapping
	Supports only 1:1 bearer mapping



The issue of end to end reliability in hop-by-hop RLC ARQ case could be addressed by specifying, e.g., the following mechanisms: 
· Modification of PDCP protocol/procedures. This solution would not be applicable to Rel-15 UEs which means that Rel-15 UE performance may be impaired.
· Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update (FFS what information needs to be exchanged between IAB nodes).
· Introducing UL status delivery (from the Donor gNB to the IAB node), whereby the IAB node can delay the sending of RLC ACKs to the UE until a confirmation of reception at the Donor gNB.
Considering the anticipated high standardization impacts of end to end RLC ARQ, its inability to support N:1 bearer mapping and possible performance degradation during normal operations as compared to hop-by-hop RLC ARQ, without any clear benefit except in scenarios where there is an RLF on the backhaul links, hop-by-hop RLC ARQ has been chosen for rel-16. 
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