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1 Introduction

Each IAB node in an IAB network has to support attachment of UEs and other IAB nodes. The backhaul links not only carry data for UE attached to an IAB node and its descendant IAB nodes, but also support a control plane connection between an IAB node and the IAB donor. Unlike traditional fixed backhaul links, the IAB backhaul links are subject to variety of impairments that can make the link unusable. For example, if millimeter-wave spectrum is used, the backhaul links can be blocked due to structures or mobile objects (such as vehicles). Even seasonal changes in foliage can cause blockages of the signals. 

Failure of a backhaul link can have much more significant impact to the IAB network than failure of a link between a base station and a UE. This is because not only do all the UEs connected to the IAB node which experiences the backhaul failure lose connectivity, but also all the descendant IAB nodes connected via the IAB node, and the UEs connected to the descendant IAB nodes lose connectivity. Thus, even in a well-designed network with rare occurrences of backhaul failures, when backhaul failures do occur, their impact can be severe.

2 Discussion
Figure 3 shows an example of an IAB network with an IAB donor, IAB nodes 1-8 and UEs UE1-UE6. Different UEs are configured with different routes to the IAB donor. For example, the route Donor-1-4-6-8 serves UE4, UE5 and UE6, and the route Donor-2-5 serves UE3.

In a well-designed IAB network, backhaul failures are expected to be rare. In particular, assuming the link problem is detected quickly, a handover to an alternate node may be possible. In the event that a radio link failure of a backhaul link occurs, the impact can be widespread since the backhaul may support many UEs and IAB nodes.

If the link between an IAB node and its parent node fails, MT of the IAB node follows the standard NR UE procedure when a radio link problem is detected. If the radio link problem is not resolved in a predefined time duration, the MT declares a radio link failure. It then attempts to identify an alternate node to connect to. This involves performing signal measurements of candidate nodes and identifying suitable candidates.

However, it is possible that the MT is not able to identify a suitable candidate node. In the example shown in Figure 1, the link between nodes 1 and 4 fails. Node 4 is unable to connect to node 3 due to signal blockage, and the quality of signals from nodes 2 and 7 is inadequate. Thus node 4 is unable to find an alternate parent node and this makes nodes 4, 6 and 8, and UEs UE2, UE4, UE5 and UE6 inaccessible.
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Figure 1
In such a situation, it is necessary for IAB nodes 6 and 8, and UEs UE2, UE4, UE5 and UE6 to independently identify their own alternate routes to the IAB donor. It is necessary to have well-defined procedures to do this. In particular, if all the nodes and UEs that are newly disconnected are informed of a backhaul failure along the route, they can individually attempt to simultaneously identify alternate connection points. This can result in a topologically inefficient or even useless arrangement. For example:

· UE2 can attempt to connect to IAB node 4, which does not solve the problem at all.
· IAB node 8 can connect to IAB node 7, which would replace IAB node 7 as node 8’s parent. Then if IAB node 6 also connects to IAB node 7, node 8 may be served better (better signal quality and throughput) if connected to node 6. Thus in the interest of efficiency, IAB node 8 may need to switch its backhaul link back to IAB node 6.
· UE4, UE5 and UE6 may identify other parent nodes and switch their access links. Meanwhile, node 6 may be able to re-establish connectivity through IAB node 7.

Furthermore, identifying a parent IAB node does not guarantee that the new parent node is able to support the requisite traffic demands. 

Observation 1: The baseline recovery procedure when an IAB node experiences a backhaul failure may not be able to identify an alternate parent node that can support the traffic demands at the IAB node experiencing the failure. 

Observation 2: Allowing all affected descendant nodes and UEs to find alternate parent nodes and routes, upon a backhaul failure, can lead to a chaotic rearrangement of the network that may be inefficient and may require further topological and route updates.

In order to overcome the issues described above we list the following potential directions for investigation.

· Advance preparation of alternate backhaul links and routes: IAB nodes could be configured to have dual or multi-connected backhaul links. This would enable fast recovery of routes and minimize interruptions. However, 

· It is difficult to guarantee availability of alternate backhaul links for each IAB node, especially if highly directional communication signals (such as with millimeter-wave) are used. 

· Moreover, support of multi-connectivity for IAB is likely to require significant additional work. For example, Release 15 will support inter-frequency NR-NR dual connectivity, but there is no plan at this time to support intra-frequency NR-NR dual-connectivity (which is clearly needed for IAB).

· Making the IAB architecture heavily dependent on deployment and configurations of dual-connectivity, just to enable faster recovery in case of failures, is not desirable.

· Systematic and sequenced search for alternate routes: by ensuring that nodes and UEs attempt to re-establish their respective backhaul and access links in a hierarchical order, the number of backhaul and route modifications can be minimized. For example, referring to Figure 1, if node 4 is unable to recover its connection via an alternate node, node 6 and UE2 can attempt to recover their respective connections. Similarly, if node 6 is also unable to recover its connection, node 8 can attempt to recover its connection. Note, however, that such a sequential approach can involve significant delays and interruptions for UEs, and needs to be analyzed in detail.

Proposal: To enable recovery upon backhaul failure, the following approaches need to be discussed and studied:

· Advance preparation of alternate backhaul links and routes.

· Systematic and sequenced search for alternate routes.

3 Conclusion

This contribution has described issues related to backhaul failure and subsequent recovery and reestablishment of routes. Our observations and proposal are listed below.

Observation 1: The baseline recovery procedure when an IAB node experiences a backhaul failure may not be able to identify an alternate parent node that can support the traffic demands at the IAB node experiencing the failure. 

Observation 2: Allowing all affected descendant nodes and UEs to find alternate parent nodes and routes, upon a backhaul failure, can lead to a chaotic rearrangement of the network that may be inefficient and may require further topological and route updates.

Proposal: To enable recovery upon backhaul failure, the following approaches need to be discussed and studied:

· Advance preparation of alternate backhaul links and routes.

· Systematic and sequenced search for alternate routes.
A text proposal is provided in [2].
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