


3GPP TSG-RAN WG2 Meeting #104	R2-1817270
Spokane, USA, 12 - 16 November 2018	


Agenda item:	11.7.2.2
Source:	Nokia, Nokia Shanghai Bell
Title:	NR support for TSN traffic patterns
WID/SID:	FS_NR_IIOT - Release 16
Document for:	Discussion and Decision
1	Introduction
TSN services are typically cyclic and strictly synchronized, e.g. at µs level, in terms of both period and phase of cycle. With traffic patterns being known in advance (ingress time, egress delivery time, payload characteristics), TSN traffic flows can be effectively handled using techniques such as Semi-Persistent Scheduling (SPS) or Configured Grants (CG). Having a very high availability and reliability requirements, resources have to be guaranteed and control channels should not be limiting the communications service reliability. At the same time, a benefit of using 5GS for TSN networks support is the support of many traffic types and device classes without disrupting TSN and critical data communication. There are however certain specificities of TSN traffic flows, which may require some enhancements to be introduced in NR if they are to be handled efficiently and according to their strict latency and reliability requirements. In this contribution, we consider those issues and conclude on certain areas that need consideration in RAN study phase in order to address those.
[bookmark: _Hlk528681556]2	Issues related to support of TSN traffic flows
2.1 Short periodicities support over SPS / Configured Grant
TSN requires high flexibility in terms of SPS periodicities supported as well as the duration and time offset of each allocation (in symbols). In uplink, some changes are being discussed e.g. to better support cases with intra-slot PUSCH repetition. 
The key issue is in downlink as there is only limited SPS support and not fitting to the normative requirements from SA1 where flexible periodicities down to 0.5 ms must be supported. For DL, shorter periodicities were not seen crucial previously due to the fact that dynamic scheduling can be used. Moreover, in contrast to UL CG operation where UL skipping is supported, when configuring a low SPS periodicity the UE will expect the transmission and provide the related HARQ-Ack which will lead to high overhead operation accordingly as ‘DL skipping’ is not supported. However, with TSN traffic flows being deterministic (i.e. with constant periodicity as well as packet size) taking advantage of SPS would allow for saving big amount of signalling overhead and would allow to avoid control information reliability from affecting the service reliability. 
Proposal 1: To support TSN traffic flows with very short periodicities, SPS should be able to support at least the same periodicities as defined for Configured Grant. Details are FFS, e.g. related to skipping, HARQ-Ack, etc.
For UL, the possible periodicities are much more flexible, e.g. multiple options exist in the sub-ms domain especially for larger SCS configurations. However, in pushing capacity for deterministic flows, it may be worth to consider if even higher resolution would be needed, especially for lower SCS network configurations. E.g., ideally, for TSN use-cases, periodicities of any #symbols could be attractive. For Type 1 Configured Grants, expected to be most useful for TSN type traffic, such signalling would not be a major issue. If it helps reduce complexity, there could be separate solutions for low periodicities (e.g. <10 ms range as example) and larger periodicities (e.g. >10 ms range) as the latter could be also tackled with dynamic scheduling when packet delay variation is an issue and there is bad mismatch with available periodicities. 
Proposal 2: To support TSN traffic flows with very short periodicities, it should be investigated if Configured Grant parameters could be made more flexible, e.g. with periodicities at any number of symbols resolution (as opposed to 2x, 7x, 14x symbol minimum periodicities supported in Release 15).
If supporting periodicities that do not align perfectly with the slot boundaries, there will be allocations that would require a PDSCH or PUSCH allocation to cross a slot boundary. As such transmissions are not supported, there needs to be some rules in place how those are handled. As an example, they could be muted or rounded off to the nearest available slot boundary. An example of such mismatch is shown in Figure 1. For example, if CG/SPS pattern indicates that a 4-symbol duration transmission should take place in symbol 11, it could be either skipped (as per rule) or be moved to nearest available boundary (e.g. symbol #10 in this case). The multiplexing of multiple users needs to be taken into account if such flexibility is supported in defining the periodicities.
[image: ]
[bookmark: _Ref528830345]Figure 1 - Example of 4-symbol allocation as scheduled by either CG or SPS flow. A transmission is supported starting in symbol 10 as it would then be complete by the slot boundary. However, transmissions in symbols 11, 12, and 13 are not allowed.

Proposal 3: In supporting flexible SPS/CG patterns not aligned with NR slot boundary (combination of periodicity and duration of transmission in #symbols), mechanisms for handling slot boundary issues need to be decided.

2.2 Support for multiple TSN flows in a single TSN device
In the 5GS TSN deployment, a UE may function as a TSN hub serving multiple TSN talkers/listeners. Each TSN talker and listener may support multiple TSN flows with different characteristics (e.g. different periodicities, different packet arrival time etc.).
Since Rel-15, LTE already supports multiple active SPS configurations per serving cell and similar enhancement is discussed as part of the URLLC L1 enhancements SI. Moreover, RAN1 decided already to the support of multiple active CG configurations for Rel-16 NR V2X in RAN1#94bis. TSN use cases are yet another reason to introduce support for multiple active SPS/CG configurations. The normative requirements from SA1 do not state how many TSN flows should be supported, but it is assumed that 8 SPS instances per bandwidth part (BWP) to be sufficient.
Proposal 4: NR should support multiple (e.g. 8) active SPS/CG instances per BWP.

2.3 Period with non-integer multiple of NR periodicities 
In TSN use cases, the periodicity of data packets which are sent depends on application and in vast majority of cases, it is not possible to modify it. For example, in Smart Grid use cases the periodicity of data packets to be sent is 1/60 Hz or 1/1200 Hz, i.e. 16.667 ms or 0.833 ms respectively. Both those values are not multiple of NR slot or symbol periods and thus, it is not possible to support them with the grant-free periodicities as defined at the moment (Table 1). 
Table 1 Supported grant-free periodicities
	SCS (kHz)
	Supported grant-free periodicities [ms] 

	15
	2 symbols, 7 symbols, 1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 320, 640

	30
	2 symbols, 7 symbols, 0.5, 1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 640

	60
	2 symbols, 6 or 7 symbols, 0.25, 0,5, 1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640

	120
	2 symbols, 7 symbols, 0.125, 0.25, 0.5 1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640



As mentioned above, in TSN use cases the periodicity of traffic is arbitrary and cannot be adjusted to align with native NR periods; both symbol and slot. Symbol level mismatch leads to irregular SPS/CG pattern over time (e.g. within a slot period) and mismatch with slot periods lead to the slot-crossing issues as mentioned in Proposal 3. Therefore, RAN2 should study how to address this issue using enhancements for SPS/CG scheduling framework. 
Proposal 5: RAN2 should study how arbitrary periodicities of TSN traffic, which are not multiple of NR slot or symbol periods can be supported by SPS/CG based scheduling with minimal signaling overhead. 

2.4 TSN system synchronized with external clock
Following SA1 requirements, 5G should support TSN services that are synchronized with external clocks. Such external clock may not be synchronized with clock used by NR, thus e.g., time offset and drift between the clocks are expected. For example, if TSN clock has 32 ppm accuracy (stratum-4 level of clock), SPS/CG scheduling would have to be adjusted by up to 32µs in each second, compared to a constant periodicity in order to not miss packets or cause unnecessary delay for ongoing packet transfer synchronized with TSN clock. In consequence, SPS/CG scheduling should be able to cope with external clock’s drifting. [1] Furthermore, when several UEs in same TSN communication group are mutually synchronized, adjustments need to be somehow synchronized.  
Proposal 6: RAN2 should study how SPS/CG scheduling mechanism can cope with frequency drift of external clock compared to NR clock, with minimal delay and jitter and minimal impact to other UEs in a TSN group. 

2.5 Mobility support for TSN devices
For the strictest TSN flows, very little RAN delay is tolerated in order to meet time-lines for strict egress windows of delivery and at the same time keep latency low (from ingress to egress). Controlling such low delay for periodic traffic at RAN level means that periodic allocations with e.g. SPS/CG will be a likely solution. Such an application will therefore rely on such time-domain allocation being always available also including handover scenarios. 
Mobility is a requirement also for TSN UE, with speeds up to 20 m/s. With small cells, fast mobility, and reliability requirement of 99.999% - 99.999999%, there is no room to release SPS resources or to allow temporarily conflicts / collisions between resource allocations for TSN UEs. Thus, a gNB that may become the target gNB for the TSN UE and may have already made SPS/CG reservations for other users that conflict with the required SPS/CG needed for the incoming TSN UE, shall be avoided. Otherwise, if such resources are already in use in the target gNB, the handover will fail from a QoS perspective.
Given the above, RAN2 should consider if standardized solutions are needed to ensure that an SPS/CG resource allocation pattern (or an equivalent one, as time-domain allocation is the most critical) in a source cell for a UE (in line with its strict TSN requirements) will be available also in a target cell for said UE to ensure that communication service reliability requirements can be met also in presence of mobility and handovers. Solutions should be considered for both distributed and centralized RAN architectures. Another issue to consider is to which extent pre-planned and pre-reserved resources should be reserved for TSN flows across all potential target cells or if a target and a source cell need more dynamic mechanism to ensure that SPS resources (or equivalent allocations) are available before initiating handover to a target cell, e.g. using this as part of handover control mechanisms.
Proposal 7: RAN2 should study the measures to ensure that an adequate SPS/CG allocation pattern (or equivalent time-domain allocation) will be available in a target cell immediately following a handover to support TSN periodicities in the sub-ms domain with very high reliability requirement.
In TSN context, the exact nature of each traffic flow is in principle known by the 5GS (as example via PCF interactions with the TSN system, or direct stream request messages via UE/CN), e.g. exact periodicity, packet sizes, etc. In order to ensure that the flows can be efficiently scheduled in RAN and to guarantee high reliability of handovers, it should be studied what information is needed in RAN related to the traffic flows (at least in all parts of the RAN relevant for a certain flows mobility profile). 
Proposal 8: RAN should be aware of the traffic characteristics of TSN flows carried over NR. RAN2 should study how such information can be delivered to RAN, e.g. from the UE or from Core Network.

2.6 Co-existence of deterministic and non-deterministic traffic
Another point to consider is how to efficiently multiplex deterministic periodical URLLC/TSN-alike traffic with other traffic types (e.g. randomly sporadic URLLC and eMBB) on the NR air interface. The SPS/CG resource allocations for TSN will be with very short TTIs, typically in the form of mini-slots of few symbols, and in many cases only occupying a sub-set of the available PRBs within the total carrier bandwidth as the periodic URLLC/TSN payloads are typically in the range of few tens of bytes to hundred bytes. This essentially means that the time-frequency resource grid may become fragmented as indicated in Figure 1, due to the sparse SPS/CG allocations for periodical URLLC/TSN-alike connections. Figure 1 shows the time-frequency resource grid for the shared channel in resolution of slots and PRBs, while the coloured rectangles indicate SPS/CG pre-allocations for URLLC/TSN-alike transmissions. The allocations on the figure may not necessarily be this fragmented in practice, e.g. issue is shown for clarity. Any knowledge of TSN scheduling patterns, can be used to optimize the 3GPP mechanisms for improving co-existence. The extent to which de-fragmentation within the 3GPP network can take place is also dependent on whether the incoming traffic arrival time can be adjusted, which in turn depends on schedules determined by TSN CNC (Centralized Network Controller).
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Figure 2 - Time-frequency resource grid of a shared radio channel that have been fragmented by SPS allocations for URLLC/TSN-alike transmissions. 
On the other hand, the non-deterministic traffic such as eMBB, mMTC, and sporadic random URLLC will have to be dynamically scheduled and need to co-exist effectively with the TSN and periodic URLLC traffic. In many cases, such traffic will be scheduled with different TTI sizes (incl. slot resolution and slot aggregation for coverage limited devices). However, as the time-frequency resource grid becomes more and more fragmented, it becomes a challenging task to efficiently dynamically schedule remaining traffic to use all resource. This is illustrated in Figure 2, where it is shown how two dynamic scheduling allocations (marked with yellow) overlap with pre-allocated SPS/CG allocations.
[image: ]
Figure 3 - Example of dynamic scheduling (yellow blocks) on slot resolution that are overlapping with shorter pre-allocated SPS transmissions for URLLC/TSN-alike transmissions.
One option would be to use dynamic scheduling with short TTIs only, but that would not be attractive as having a cost in terms of higher overhead from scheduling grants (i.e. PDCCH overhead). 
In New Radio, pre-emptive scheduling is a feature where by overwriting (puncture) part of an ongoing eMBB transmission one can fit in urgent traffic. Pre-emptive scheduling inflicts a loss from overwriting/puncturing part of an ongoing transmission (e.g. eMBB) due to sudden unpredictable arrival of a URLLC payload. This loss is partly reduced in NR Rel-15 by introducing gNB to UE signalling of “interrupted transmission indication”, as well as allowing CBG-based HARQ retransmissions to best recover from the pre-emption action. 
However, the case with URLLC/TSN-alike deterministic traffic handled by SPS/CG is that the network has knowledge of traffic periodicity, message size etc. and hence that knowledge can be used to avoid pre-emption effects of overwriting/puncturing (assuming that a dynamic scheduler is aware of SPS/CG allocations provided to the UEs, which is of course the case for gNB scheduler).
Proposal 9: RAN2 should study how to most efficiently facilitate dynamic scheduling with flexible TTI sizes on a shared channel, where a certain subset of the resources are pre-reserved for SPS/CG (e.g. serve deterministic periodical URLLC/TSN-alike traffic). The problem should be addressed for both downlink and uplink transmissions.
3 Summary
This contribution described the characteristics of TSN traffic flows and the issues that may arise when handling such traffic types with the current scheduling framework as available in NR system. Based on the discussion the following is proposed:
Proposal 1: To support TSN traffic flows with very short periodicities, SPS should be able to support at least the same periodicities as defined for Configured Grant. Details are FFS, e.g. related to skipping, HARQ-Ack, etc.
Proposal 2: To support TSN traffic flows with very short periodicities, it should be investigated if Configured Grant parameters could be made more flexible, e.g. with periodicities at any number of symbols resolution (as opposed to 2x, 7x, 14x symbol minimum periodicities supported in Release 15).
[bookmark: _GoBack]Proposal 3: In supporting flexible SPS/CG patterns not aligned with NR slot boundary (combination of periodicity and duration of transmission in #symbols), mechanisms for handling slot boundary issues need to be decided.
Proposal 4: NR should support multiple (e.g. 8) active SPS/CG instances per BWP.
Proposal 5: RAN2 should study how arbitrary periodicities of TSN traffic, which are not multiple of NR slot and symbol periods can be supported by SPS/CG based scheduling with minimal signaling overhead. 
Proposal 6: RAN2 should study how SPS/CG scheduling mechanism can cope with frequency drift of external clock compared to NR clock, with minimal delay and jitter and minimal impact to other UEs in a TSN group. 
Proposal 7: RAN2 should study the measures to ensure that an adequate SPS/CG allocation pattern (or equivalent time-domain allocation) will be available in a target cell immediately following a handover to support TSN periodicities in the sub-ms domain with very high reliability requirement.
Proposal 8: RAN should be aware of the traffic characteristics of TSN flows carried over NR. RAN2 should study how such information can be delivered to RAN, e.g. from the UE or from Core Network.
Proposal 9: RAN2 should study how to most efficiently facilitate dynamic scheduling with flexible TTI sizes on a shared channel, where a certain subset of the resources are pre-reserved for SPS/CG (e.g. serve deterministic periodical URLLC/TSN-alike traffic). The problem should be addressed for both downlink and uplink transmissions.
The issues described in this paper and resulting requirements and study areas for RAN2 and RAN1 are summarized in the TP provided in the Annex.

Annex – TP for TR 38.825
<START OF THE TP>
[bookmark: _Toc528239057][bookmark: _Toc528838256]6.2	TSN use cases, scenarios and architectures
Editor’s note: RAN3 responsibility
[bookmark: _Toc528239058][bookmark: _Toc528838257]6.3	TSN performance evaluation
[bookmark: _Toc528239059][bookmark: _Toc528838258]6.3.1	Requirements
Editor’s note: RAN2 responsibility
[bookmark: _Toc528239060][bookmark: _Toc528838259]6.3.2	Physical layer aspects
Editor’s note: RAN1 responsibility
[bookmark: _Toc528239061][bookmark: _Toc528838260]6.3.3	Protocol aspects
Editor’s note: RAN2 responsibility
[bookmark: _Toc528239062][bookmark: _Toc528838261]6.3.4	Radio access network aspects
Editor’s note: RAN3 responsibility
[bookmark: _Toc528239063][bookmark: _Toc528838262]6.4	Accurate reference timing provisioning
Editor’s note: RAN2 responsibility with potential network interfaces impacts handled by RAN3
[bookmark: _Toc528239064][bookmark: _Toc528838263]6.5	QoS and scheduling enhancements
Editor’s note: RAN2 responsibility with potential PHY impacts handled by RAN1
6.5.1	Overview of TSN traffic characteristics and requirements for NR
TSN services are typically cyclic and strictly synchronized, e.g. at µs level, in terms of both period and phase of cycle. With traffic patterns being known in advance (ingress time, egress delivery time, payload characteristics), TSN traffic flows can be effectively handled using techniques such as Semi-Persistent Scheduling (SPS) or Configured Grants (CG). Having a very high availability and reliability requirements, resources have to be guaranteed and control channels should not be limiting the communications service reliability. At the same time, a benefit of using 5GS for TSN networks support is the support of many traffic types and device classes without disrupting TSN and critical data communication. There are however certain specificities of TSN traffic flows, which may require some enhancements to be introduced in NR if they are to be handled efficiently and according to their strict latency and reliability requirements. Those characteristics are summarized in Table 6.5.1-1.
Table 6.5.1-1	TSN traffic characteristics with potential issues and enhancements
	No.
	TSN traffic characteristic to be addressed
	Identified issues and requirements for NR

	1
	Short periodicities of TSN messages
	In order to support TSN traffic flows with very short periodicities, the existing SPS/CG framework may require some enhancements:
· SPS should be able to support at least the same periodicities as defined for Configured Grant. Issues such as skipping, HARQ-Ack, etc. need to be addressed. 
· For uplink traffic, Configured Grant parameters may not currently be flexible enough, e.g. periodicities at any number of symbols resolution (as opposed to 2x, 7x, 14x symbol minimum periodicities supported in Release 15) may be required to support periodicities of TSN messages.
· For supporting flexible SPS/CG patterns not aligned with NR slot boundary (combination of periodicity and duration of transmission in #symbols), mechanisms for handling slot boundary issues need to be addressed.

	2
	Multiple TSN flows in a single TSN device
	In the 5GS TSN deployment, a UE may function as a TSN hub serving multiple TSN talkers/listeners. Each TSN talker and listener may support multiple TSN flows with different characteristics (e.g. different periodicities, different packet arrival time etc.). In order to be able to support multiple TSN flows in a single TSN device NR should support multiple (e.g. 8) active SPS/CG instances per BWP.

	3
	TSN message periodicities with non-integer multiple of NR supported periodicities
	In TSN use cases, the periodicity of data packets which are sent depends on application and in vast majority of cases, it is not possible to modify it. For example, in Smart Grid use cases the periodicity of data packets to be sent is 1/60 Hz or 1/1200 Hz, i.e. 16.667 ms or 0.833 ms respectively. Both those values are not multiple of NR slot or symbol periods and thus, it is not possible to support them with the grant-free periodicities as defined at the moment. Thus, NR should support arbitrary periodicities of TSN traffic, which are not multiple of NR slot and symbol periods with SPS/CG based scheduling with minimal signaling overhead.

	4
	TSN system synchronized with external clock
	Following requirements defined by SA1, 5G should support TSN services that are synchronized with external clocks. Such external clock may not be synchronized with clock used by NR, thus e.g., time offset and drift between the clocks are expected. SPS/CG scheduling in NR should be able to cope with with frequency drift of external clock compared to NR clock, with minimal delay and jitter and minimal impact to other UEs in a TSN group.

	5
	Deterministic nature of TSN traffic
	In TSN context, the exact nature of each traffic flow is in principle known by the 5GS (as example via PCF interactions with the TSN system, or direct stream request messages via UE/CN), e.g. exact periodicity, packet sizes, etc. In order to ensure that the flows can be efficiently scheduled in RAN and to guarantee high reliability of handovers, information about TSN traffic flow (e.g. periodicity, packet size etc.) should be available in RAN.

	6
	Mobility of UE serving deterministic TSN traffic flows
	To support deterministic traffic flows during mobility within 5G network with minimal impact to TSN traffic performance, RAN should ensure that an adequate SPS/CG allocation pattern (or equivalent time-domain allocation) will be available in a target cell immediately following a handover.

	7
	Co-existence of deterministic and non-deterministic traffic
	In many scenarios deterministic periodical URLLC/TSN-alike traffic will have to co-exist in the UE and in the network with other traffic types (e.g. randomly sporadic URLLC and eMBB traffic). Therefore, it should be possible to efficiently facilitate dynamic scheduling with flexible TTI sizes on a shared channel, where a certain subset of the resources are pre-reserved for SPS/CG (e.g. serve deterministic periodical URLLC/TSN-alike traffic).



<END OF THE TP>
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