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Introduction
NR is envisioned to be a core part of the Industrial IoT, such as the future factory. It will be actively supporting the factory automation domain by providing reliable data communication services enabling new use cases.
To a big extent, up to today, a factory relies on reliable wired connections. The factory of the future is seen as an environment with multiple sensors, virtualized hardware controllers and autonomous robots. Such diversity in hardware and processes, will result also in data creation that has very diverse characteristics and transport requirements. In this paper we highlight some of these use-cases mentioning specifically the different traffic characteristics and the parts that need to be studied further.
[bookmark: _Ref178064866]Discussion on Use cases 
Figure 1 shows a local network deployment, for an industrial environment of the future. A big part of the factory communication nodes are locally connected by wires and switches and if needed connections with external networks are also possible. In the following we will analyse those potential requirements of integrating a factory automation network to the 5GS, looking specifically on the RAN implications. More specifically:
· Time Sensitive Network Switches are depicted (blue boxes) that connect different type of devices such as PLCs (Programmable Logic Controllers) and IO controllers. Such type of networks also supports transmissions with strict upper latency bounds. The latency and determinism in this use case are of paramount importance. 
· Interconnecting the TSN industrial network over wireless links, emulating a TSN capable switch. Such ethernet based type of wired network, provides very low bounded latencies. NR is a fast and reliable mean that is seen as an effective wire replacement. 
· Industrial nodes, devices of different types, such as actuators, sensors, cameras, robot arms, are expected. Each of these devices generate a stream with different characteristics and needs on periodicity, reliability, latency, and packet size‎. 
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Figure 1: A local industrial shopfloor with NR integrated, in the factory’s communication network, each robot arm generates data with diverse characteristics. The blue boxes correspond to a TSN switch while the light blue box at the left is the wireless counterpart. The 5G can also enable moving the TSN switch, or a PLC or some parts of them to other locations (i.e cloud or any other remote location). The robot arms separately or group of wired connected robots and sensors, can also connect wirelessly through 5G to the TSN switch or to a PLC and in that sense the 5G network can be seen as cable replacement.

In the below we describe the use-cases in detail, by analysing the specific traffic characteristics that will be present in a future industrial environment.

Periodic deterministic traffic in motion control
In the factory of the future, it is envisioned that 5G will be controlling production robots, a very challenging industrial application. Such closed-loop control applications, as production robots, in industry require increased reliability for periodic type of traffic of deterministic (bounded) latency. In more details these stringent requirements, according to [1], are:
· Service availability: 99,9999% to 99,999999% where service availability relates to the up-time of a service considering also a survival time of packets received out of the latency bound, i.e. the metric is less strict then a metric of packet error rate (packets too late).
· Transfer interval 0.5ms to 2ms, with E2E latency target value smaller than the transfer interval
· Message size of 20 to 50 byte
Specifically, the transfer intervals can be served with configured grants (Type I and II). Configured grants can support periodic traffic by reducing latency and also signalling resources.
[bookmark: _Toc528842081]For motion control, the traffic is periodic and configured grant is a good candidate solution to support it.

At the same time a UE should need to support multiple periodic streams of different periodicities, as these will be generated from devices and applications that have diverse traffic needs.
[bookmark: _Toc528842082]The UE, in a future industrial environment, will be handling multiple periodic traffic streams.

For the case now of very low latency streams the configured grants might be still susceptible to small mis-alignment of data arrival missing transmission opportunities. Such events not only cause a waste of spectrum resources but also the low latency end-to-end data transportation might be violated. For TSN type of streams and other critical type of low latency traffic exceeding the delay budget is not acceptable. 
[bookmark: _Toc528842083]	The allocated periodic resources, e.g., by configured grant, should accommodate jitters during the packet arrival of a periodic traffic flow.

Aperiodic deterministic traffic to react on critical events
A factory environment of the future would also need to react upon critical events, for example for capturing alarms, or reacting to faults or any other type of highly critical traffic, that does not have a predefined periodicity. Still this type of traffic has deterministic latency (bounded latency) requirements.
While this traffic type could be served by same means as periodic traffic types, more resource efficient schemes that rely e.g. on scheduling request instead of pre-scheduling resources are to be considered. 
[bookmark: _Toc528842084]	Dynamic Grants are more resource efficient compared to configured grants for non-periodic traffic.

Non-deterministic traffic types
The last category refers to traffic that does not need deterministic latency guarantees, like the previous two traffic types. As we already highlighted, different type of sensors and processes create data that can be handled as best effort services and there are no very strict requirements in terms of high reliability and low latency. For these cases the gNB will allocate a suitable grant for such stream. So stochastic type of traffic will be better served with dynamic grant while as we discussed above traffic/stream with deterministic periodicity and packet size, would most likely be served via a configured grant.
[bookmark: _Toc528842085]Configured and Dynamic Grants are important on supporting diverse traffic characteristics.

Mixing different traffic
Due to the need to integrate TSN into the 5G system, the 5G network needs to support traffic characteristics of very diverse requirements. For example, in a future factory environment, the UE might need to handle at the same time many critical streams. For a TSN type of network, these streams can be thought as contracts, where such contract should not be violated. The network will also handle critical streams that are not periodic and should be served by dynamic grants. But, at the same time, the UE might send/receive video streams with a large data rate but may not require high reliability and deterministic latency for each packet. 
Such use case of a mixed traffic is not explicitly studied in rel-15 in which the main focus is still to serve eMBB data and at the same time support the given latency/reliability/packet-size target if the traffic is URLLC. It is not clear whether/how 5G system can handle this case of mixed traffic in an efficient manner. The UL/DL intra-UE prioritization studied in this SI is an important area to understand this. 
[bookmark: _Toc528842086]To integrate TSN into 5G system, 5G network should serve the mixed traffic scenario in an efficient manner.

We have provided a text proposal in section 5 based on the above observations. 
[bookmark: _GoBack]Proposal 1 		Capture the text proposal from Section 5 in TR 38.825 

Conclusion
We made the following observations:
Observation 1	For motion control, the traffic is periodic and configured grant is a good candidate solution to support it.
Observation 2	The UE, in a future industrial environment, will be handling multiple periodic traffic streams.
Observation 3	The allocated periodic resources, e.g., by configured grant, should accommodate jitters during the packet arrival of a periodic traffic flow.
Observation 4	Dynamic Grants are more resource efficient compared to configured grants for non-periodic traffic.
Observation 5	Configured and Dynamic Grants are important on supporting diverse traffic characteristics.
Observation 6	To integrate TSN into 5G system, 5G network should serve the mixed traffic scenario in an efficient manner.

And propose the following:
 Proposal 1 		Capture the text proposal from Section 5 in TR 38.825
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Editor’s note: RAN2 responsibility
In a future factory environment, the UE need to handle a mixture of the following different traffic:
1. multiple periodic streams, of different periodicities, of critical priority, for example multiple TSN streams coming from different applications; 
2. aperiodic critical priority traffic that is the result of critical events, like alarms, safety detectors that need to be informed about the occurrence of a critical event; 
3. best effort type of traffic such as eMBB traffic, internet traffic, or any other traffic supporting factory operations.
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