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1. Introduction
In RAN#81 meeting, a new study item on Study on NR Positioning Support was agreed. According to description of the SID[1], one of objectives of this work item is to do further enhancements for R16 position architecture as below:
· Study of positioning architecture for location services, functional interfaces, protocol, and procedures for supporting NR dependent positioning technologies (if needed; otherwise, need to be confirmed) [RAN2 primary, RAN3 checks, according to current practices for positioning architecture]
· Rel-15 NR positioning architecture/protocol is a starting point of the discussion while the Release 16 LCS architecture enhancement study in TSG SA side is taken into account.

· Common architecture with IoT and hybrid positioning.

· The positioning architectures should support standalone NR for both voice and data including IoT service.

· IoT use cases, including potential LPP evolution, and efficient/low-complexity signaling are considered while striving for a common architecture.

· End-to-end latency is considered to developing positioning architecture.
In this contribution, we give our understanding and proposals on Local LCS feature for new R16 position architecture.  
2. Discussion
To further improve the performance of location-based services, a number of architecture-related issues are discussed at SA2, some issues among them are related to RAN, as listed in another paper[2]. For example, “Local LCS” as key architecture option has been mentioned by multiple solutions of SA2 in corresponding TR[3], but the architecture option has a very close relationship with RAN. It mainly solves the following issues: the Key Issue#1 "Enhancement to LCS architecture" and Key Issue#3 "support of low latency LCS".

To illustrate the main advantages of local LCS, take OTDOA as an example to show some differences between new R16 position architecture and old R15 position architecture, the Figure 1 below is a signaling flow chart that reflects a location service request procedure:
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Figure 1 A location service request procedure with old R15 position architecture
Based on above figure, a complete location service entity sequence is Client->GMLC->AMF->LMF->AMF->RAN->UE, and then UE->RAN->AMF->LMF->AMF->GMLC->Client. The total positioning delay includes the measurement acquiring time of UE, the location computing time of LMF, the processing time of each intermediate nodes and the transmission time between the nodes. Thus to shorten this delay, reducing the number of intermediate nodes should be considered as a target of positioning architecture optimization.
The corresponding architecture of “Local LCS” has been studied in SA2[3], a local LMF entity is located in RAN as shown in the following figure:
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Figure 2 Local LCS architecture
Similarly, using OTDOA as an example, a location service request procedure for Local LCS is shown in the following figure:
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Figure 3 A location service request procedure with Local LCS
Based on above figure, a complete location service entity sequence is Client->GMLC->AMF ->RAN (Local LMF)->UE, and then UE->RAN (Local LMF)->AMF->GMLC->Client. The total positioning delay is shortened due to using of Local LMF.

Apparently, the local LCS architecture has brought gains in saving position delay and simplifying the signaling flow. Therefore, it is suggested that RAN2 can take local LCS as one of objectives of R16 position architecture and do further research.
Proposal 1: Introduce the Local LMF function into the NG-RAN.
To support the location function of Local LMF, its protocol stack and function allocation should be first considered. According to the TR 23.731 of SA2, the NG-RAN which contained local LMF capability includes the following functionalities:

-
Supports location determination for a UE served by the NG RAN contains Local LMF capability.

-
Obtains downlink location measurements or a location estimate from the UE.

-
Obtains uplink location measurements.

-
Obtains non-UE associated assistance data from the neighbour NG RAN(s).

-
Dynamic coordination of positioning resources of the neighbour NG RAN(s).

-
Communication with LMF, AMF and other 5GC LCS function entities.
For obtaining downlink location measurements or a location estimation from the UE, there are two possible solutions for information exchange between NG-RAN with Local LMF and UE. One approach is to directly reuse legacy LPP, the other approach is using RRC protocol. For the latter, it would introduce more impact to RRC, thus the former is more suitable, mainly as the existing positioning methods for E-UTRAN such as ECID, OTDOA and UTDOA are also applied to the R16 positioning architecture in addition to the potential NR-based position methods. Therefore, the procedures in the legacy LPP, such as Capability Transfer, Assistance Data Transfer, Location Information Transfer, etc, can still be used without any additional modification.
Proposal 2: The Local LMF may use the LPP or NRPP to interact with UE to avoid unnecessary modifications.
In addition, to support the uplink/downlink location measurement, the location information exchange between different RAN nodes is also required, such as E-CID Measurement related procedures, OTDOA Information Exchange, etc. However, this part of work should be further discussed by RAN3.
Proposal 3: The information exchange mechanism between Local LMF and adjacent NG-RAN nodes should be further discussed by RAN3.
3. Proposals
According to the analysis in section 2, we have the following proposals:

Proposal 1: Introduce the Local LMF function into the NG-RAN.
Proposal 2: The Local LMF may use the LPP or NRPP to interact with UE to avoid unnecessary modifications.

Proposal 3: The information exchange mechanism between Local LMF and adjacent NG-RAN nodes should be further discussed by RAN3. 
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