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1 Introduction

NR supports different types of services of varying requirements within a single UE, including eMBB and URLLC, which may be applicable to I-IoT devices. Support for eMBB is expected to focus on maximizing resource allocation efficiency (e.g. best-effort data transfers, conversational real-time data sessions, etc). In addition, support for URLLC will require additional, more stringent, QoS requirements in terms of reliability and/or latency. The design of the system should provide sufficient flexibility for the scheduler to efficiently multiplex such URLLC traffic with other transmissions for a given cell. This contribution addresses the limitation of fixed LCP restrictions for a UE supporting multiple services of different QoS requirements.
2 Limitation of Fixed LCP Mapping Restrictions
NR supports transmissions with different numerologies and/or PUSCH durations for the same UE. While there is a relationship between the HARQ timeline and the QoS provided by the scheduler, how such is provided is also impacted by other elements such as selected transmission parameters (MCS, PRB allocation, etc.), link adaptation, cell load and multiplexing of transmissions between UEs. There is no necessary restriction or direct correspondence between the QoS associated with a DRB and a specific PUSCH duration and/or numerology, nor should any be defined.

A scheduler implementation could benefit from scheduling eMBB traffic using shorter TTIs. For example, this may be used to shorten the slow start phase for small TCP transfers, or simply to maximize resource allocation in a cell configured with bandwidth parts of different numerologies. This may be better achieved by efficiently multiplexing users at the smallest (e.g. mini-slot, or slot) time granularity even for some eMBB traffic (e.g. short data bursts and/or small PDU size). 

Observation 1:
Multiplexing of data should flexibly support different scheduling strategies to enable efficient resource allocation for UEs with concurrent eMBB and URLLC services.

It may thus be challenging to network and scheduling implementations to optimize physical resource usage when supporting all NR service types concurrently on a given carrier. Reliance on an unnecessarily strict association between a specific PUSCH duration and/or numerology with a specific scheduler strategy in terms of reliability and latency appears inflexible and possibly not sufficiently forward looking.

Observation 2:
Multiplexing data with different reliability and latency requirements based on static LCP restrictions is inflexible for scheduling purposes and for efficient resource allocation.

The gNB may not have means to allocate low-latency grants to all UEs needing to transmit data from low-latency services in scenario of high load/congestion. This may happen when the cell has multiple bandwidth parts of numerologies, for example, and low-latency LCHs are statically configured with LCP numerology restrictions. In such case, due to the static nature of LCP restrictions, the gNB may not have enough UL resources to allocate for all UEs needing to transmit high priority data. 
Observation 3:
High priority traffic can be blocked in high cell load conditions, when LCP restrictions are configured.

An additional issue caused by static LCP restrictions is enforcing the uplink MDBV requirement when the UE is configured with multiple DRBs of different requirements. With NR R15 framework, it is not possible to indicate whether a grant is applicable to a logical channel on a dynamic basis. LCP restrictions cannot isolate delay critical GBR services from each other and/or from other services, unless separate cells (or set resources) are configured to quarantine delay critical service, which may result in a loss in spectral efficiency due to the fragmentation of the physical resources. Thus, fulfilling the MDBV requirement in R15 may not always be possible using existing LCP restrictions [2].
Observation 4:
Fulfilling the UL MDBV requirement for multiple DRBs of different requirements within a given cell cannot be met using the R15 LCP mapping restrictions.
Consequently, it is beneficial if RRC could configure each LCH with one or more mapping values for the purpose of scheduling. Such value may be referred to as a multiplexing configuration based on a transmission profile (TP).
From the perspective of the network, each TP value could correspond to a scheduling strategy associated to the transmission of a transport block. From the UE MAC’s perspective, MAC would use a TP value indicated by the physical layer for a given UL grant to determine which LCH(s) to consider when constructing the transport block using the multiplexing configuration containing one or more TP value(s) for each LCH. The mapping procedure would then be performed by the UE without any knowledge of the underlying physical layer characteristics or actual scheduling strategy from the gNB.

Proposal 1:
RRC supports configuring a LCH with one or more transmission profile (TP) values.

Proposal 2:
The MAC entity multiplexes data only from LCH(s) configured with the TP value matching the value signalled for the associated UL grant.
Given it is within the scope of RAN1 to determine how the UE receives the TP value associated with a grant for a new transmission. RAN2 should send an LS to RAN1. For example, a TP value can be explicitly signalled or encoded in a DCI signalling. For example, the TP value can be inferred based on the type of MCS table signalled (e.g. for selection between a set of two values), which can be based on receiving a DCI scrambled by the MCS-C-RNTI or receiving a specific DCI format on a UE-specific search space.
Proposal 3:
Sends an LS to RAN1, asking RAN1 to determine how to support signalling the TP value associated with a given UL grant, e.g. based on DCI content.
3 Prioritization between Multiple Grants for PUSCH
One prioritization scenario to consider is that of a resource conflict between multiple grants for PUSCH transmissions (aka scenarios 2 and 3 in discussion 103#41). For the uplink and in a mixed traffic scenario, the UE may have more than one grant for a transmission that conflicts at least in part for transmission resources in terms of time and frequency. Both grants may be signalled dynamically (e.g. a first grant initially intended for eMBB traffic and a second grant later intended for URLLC traffic), or one of them may be a configured grant. 
For example, considering the latency and reliability requirements for URLLC traffic, data can be transmitted on configured grants while maintaining a reduced signalling overhead. To avoid potential inefficient spectrum utilization, the gNB may schedule a dynamic grant overlapping with the configured resources, possibly for a different service type. 
Rel-15 NR specifies that a dynamic grant always overrides a configured grant when such overlap occurs. However, due to logical channel restrictions, certain types of data scheduled for transmission on the configured resource may be barred from transmission on the dynamic grant. For example, the PUSCH duration of a dynamic grant may exceed maxPUSCH-Duration configured for the URLLC logical channel, which may lead data on that LCH to being inadvertently superseded by lower priority eMBB data.
Observation 5: 
In Rel-15 NR, a dynamic grant always overrides a configured grant if they overlap in time.
For the case of dynamic grant overlapping a configured grant, one alternative could is to prioritize the configured grant; however, this behaviour precludes the gNB from allocating a dynamic grant to override the configured grant, which can be useful for retransmissions or when multiple UEs share the same configured grant. 

Irrespective of the type of the grant or the method by which the UE acquired the grant, the UE behaviour should be appropriate considering the mixed traffic scenario, priorities of the transmissions, and associated data.
Observation 6: 
Prioritization between two overlapping grants received by dynamic scheduling is currently up to UE implementation (i.e., unspecified).
As the grant type is not necessarily related to the type of service, prioritization based on grant type does not have a strong rational. Rather, grant prioritization should be based on the type of data the scheduler issued the grant to carry. It would thus be preferable to provide the UE means to determine the scheduler’s treatment of that grant. This could be based on the TP value signalled for the dynamic grant, as described in section 2. 

Observation 7: 
For mixed traffic scenarios, it is more flexible from a scheduler perspective if the UE always prioritizes the grant intended for transmission of data from the highest priority LCH for which there is data available for transmission, irrespective of grant type.
For example, when any two grants including the case where a configured grant and a dynamic grant overlap in time, the UE may select the dynamic grant if the signalled TP value of the dynamic grant matches the TP configured for the highest priority LCH with buffered data to transmit; the other (e.g., configured) grant is selected otherwise.
Proposal 4:
A dynamic grant for an initial transmission overrides an overlapping configured grant depending on the signalled TP for the dynamic grant.

4 Conclusion

This contribution addresses the limitation of fixed LCP restrictions for a UE supporting multiple services of different QoS requirements. The following proposals and observations are made:

Observation 1:
Multiplexing of data should flexibly support different scheduling strategies to enable efficient resource allocation for UEs with concurrent eMBB and URLLC services.

Observation 2:
Multiplexing data with different reliability and latency requirements based on static LCP restrictions is inflexible for scheduling purposes and for efficient resource allocation.

Observation 3:
High priority traffic can be blocked in high cell load conditions, when LCP restrictions are configured.

Observation 4:
Fulfilling the UL MDBV requirement for multiple DRBs of different requirements within a given cell cannot be met using the R15 LCP mapping restrictions.
Proposal 1:
RRC supports configuring a LCH with one or more transmission profile (TP) values.

Proposal 2:
The MAC entity multiplexes data only from LCH(s) configured with the TP value matching the value signalled for the associated UL grant.
Proposal 3:
Sends an LS to RAN1, asking RAN1 to determine how to support signalling the TP value associated with a given UL grant, e.g. based on DCI content.

Observation 5: 
In Rel-15 NR, a dynamic grant always overrides a configured grant if they overlap in time.
Observation 6: 
Prioritization between two overlapping grants received by dynamic scheduling is currently up to UE implementation (i.e., unspecified).
Observation 7: 
For mixed traffic scenarios, it is more flexible from a scheduler perspective if the UE always prioritizes the grant intended for transmission of data from the highest priority LCH for which there is data available for transmission, irrespective of grant type.
Proposal 4:
A dynamic grant for an initial transmission overrides an overlapping configured grant depending on the signalled TP for the dynamic grant.
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