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Introduction
In approved SID for IIoT [1], the scope for Ethernet header compression is as below. Contributions [3][4][5] submitted to RAN2#103bis meeting discussed Ethernet header compression.
c)	Ethernet header compression (RAN2):
	i)	Analysis of the benefits and the scenario (e.g. what are the formats and size of Ethernet frame to be considered, are VLAN fields included, protocol termination etc.). 
	ii)	Definition of the requirements for a new header compression. 

In this contribution, we analyze the benefits and the scenarios for Ethernet header compression.
Discussion
Benefits of Ethernet header compression
Before analyzing the benefits of Ethernet header compression, it is necessary to review the fields in Ethernet frame. An example of IEEE 802.3 MAC frame format with 802.1Q Tag is shown in Figure 1 below.

[bookmark: Fig_Ether_Frame]Figure 1: Example of IEEE 802.3 MAC frame format with 802.1Q Tag [2]
Following are the fields in the Ethernet frame with 802.1Q Tag:
· Preamble allows the PLS circuitry to reach its steady-state synchronization with the received packet’s timing. Given that it is fixed sequence, there is no need to transmit the field after compression.
· Start Frame Delimiter (SFD) field is a sequence 10101011. There is no need to transmit the field after compression.
· Destination address and source address: these fields are rather static and can be compressed with a much smaller ID, similar to the CID used in ROHC.
· Length/Type field and 802.1Q tag: In general, there is a tradeoff between overhead reduction and complexity. If more compression is targeted, more inspection of 802.1Q and related protocols are needed. As a simple example, for 802.1Q tag, since the tag protocol identifier (TPID) is a fixed value (0x8100), there is no need to transmit TPID after compression. VLAN identifier (VID) might be compressed similar to destination and source address. Dynamic fields like priority and DEI could be kept without compression. The Length/Type field might be compressed for common EtherType.
· Pad(ding) Field to satisfy minimum MAC frame size constraint. This can be eliminated if length of payload is available either via Ethernet header or packet inspection of the payload.
· Frame Check Sequence (FCS) field is used for error detection. There is no need to transmit this field after compression since the lower layers provides CRC detection.
Following is the observations on the Ethernet fields for compression/removal:
[bookmark: Obs_Fields]Observation 1: After compression of the Ethernet header, the following Ethernet fields can be removed: Preamble, Start Frame Delimiter (SFD), Frame Check Sequence (FCS); the following Ethernet fields can be compressed: destination address and source address, Length/Type, 802.1Q tag. 
To evaluation the benefit of Ethernet header compression, we assume 1 byte header overhead for the compression. After compression, it is assumed that Length/Type field and 802.1Q tag can be compressed to 1 byte. This means that the total Ethernet MAC header and FCS of 22 bytes (Destination Address, Source Address, Length/Type field and 802.1Q tag, FCS) can be compressed to 2 bytes.
The gain of compression depends on the message size and whether Padding can be removed. In TR 22.804 clause 8.1.2 on Periodic deterministic communication, requirements for several scenarios are defined. The most demanding scenario on latency requirement is shown below.
	Characteristic parameter (KPI)
	Influence quantity
	Requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Factories of the Future 2.1, 2.2, 2.3, 2.8, 2.10
	Motion control and control-to-control use cases



In above scenario, the message size is 20 to 50 bytes. In Table 1 below, the gain from header compression for small payload size is analyzed.
[bookmark: Table_Gain]Table 1: Analysis of gain from header compression for small payload size
	Payload size [byte]
	Padding [byte]
	Ethernet MAC header and FCS [byte]
	Ethernet MAC frame [byte]
	Compression without padding removal
	Compression with padding removal

	
	
	
	
	Frame size after compression [byte]
	Compression Gain (%)
	Frame size after compression [byte]
	Compression gain (%)

	20
	22
	22
	64
	44
	31.25
	22
	65.63

	30
	12
	22
	64
	44
	31.25
	32
	50.00

	40
	2
	22
	64
	44
	31.25
	42
	34.38

	50
	0
	22
	72
	52
	27.78
	52
	27.78



[bookmark: Obs_benefit]Observation 2: Ethernet header compression has clear benefits when the payload size is small.
Protocol aspects for Ethernet header compression
The main benefit of Ethernet header compression is to reduce the overhead in air interface, therefore it is obvious that UE is one termination point for Ethernet header compression. The question is which node is the protocol termination point at network side: gNB or UPF?
Although UPF as protocol termination point has the benefits of reduced overhead over N3 interface, the gain in N3 interface is not that critical since N3 interface should have sufficient bandwidth while the most beneficial scenario for Ethernet header compression is for small packets as discussed in previous section. On the other hand, having UPF as protocol termination point has following drawbacks:
· There is no interface defined between UE and UPF, neither protocol layer between UE and UPF. To support UPF as protocol termination point, a new protocol layer on top of SDAP should be introduced with UE and UPF as protocol termination points. This could result in significant complexity increase.
· Even if new protocol layer can be introduced, the interaction between gNB and UPF regarding Ethernet header compression will be complicated especially when Ethernet frames carry IP packet. For IP packet, ROHC can be used to reduce header overhead. For correct ROHC operation, it is expected that gNB should be able to perform Ethernet header compression related operations, which breaks protocol isolation principle and adds unnecessary complexity. The reason is as follows with UL as an example. The gNB PDCP receiving side needs to perform ROHC decompression, therefore needs to know when the IP payload within a compressed Ethernet frame starts. However, unless gNB can perform Ethernet header decompression, it does not know the beginning of IP payload.
From above discussion, it is clear that UPF is not a suitable protocol termination point at network side.
[bookmark: Proposal_Terminal]Proposal 1: For Ethernet header compression, gNB and UE are the protocol termination points.
The next question is to which protocol layer Ethernet header compression functionality belongs. Firstly, it is not suitable to perform Ethernet header compression in MAC or RLC layer due to the encryption / integrity protection performed in PDCP layer. Secondly, SDAP layer is not a suitable layer either. SDAP layer mainly maps QoS flows to DRBs. Adding Ethernet header compression functionality does not conform to the main functionality of SDAP layer. Lastly, adding a new layer on top of SDAP layer purely for Ethernet header compression is not justified. There are additional complexity when Ethernet header compression and ROHC are used together if Ethernet header compression is in a different layer other than PDCP. Given that ROHC is PDCP layer functionality and Ethernet header compression has the same motivation as ROHC, it is natural that Ethernet header compression functionality is in PDCP layer.
[bookmark: Proposal_Layer]Proposal 2: Ethernet header compression functionality is in PDCP layer.
Another issue is whether to define a ROHC profile for Ethernet header compression. Although there might be potential benefit of reusing ROHC framework, there are also several issues of defining Ethernet header compression as ROHC profile. 
· ROHC profiles are defined by IETF for TCP/UDP/RTP/IP protocols, and Ethernet is defined by IEEE. Strictly speaking, 3GPP cannot define a ROHC profile unless 3GPP plans to communicate IETF/IEEE to adopt new ROHC profile. In addition, ROHC profile identifiers are registered by Internet Assigned Numbers Authority (IANA), therefore liaison with IANA is also needed. Such collaboration/liaison with other standard bodies add uncertainties and could delay the work completion.
· As ROHC framework and profiles are defined by IETF, defining a ROHC profile in RAN2 needs expertise for IETF. Although not a show stopper, this is a disadvantage compared with directly defining Ethernet header compression in RAN2 directly.
[bookmark: Proposal_ROHC]Proposal 3: Ethernet header compression functionality is specified in RAN2 directly without defining additional ROHC profile.
Conclusion
In this contribution, we analyze the benefits and the scenarios for Ethernet header compression. We have the following observations:
Observation 1: After compression of the Ethernet header, the following Ethernet fields can be removed: Preamble, Start Frame Delimiter (SFD), Frame Check Sequence (FCS); the following Ethernet fields can be compressed: destination address and source address, Length/Type, 802.1Q tag. 
Observation 2: Ethernet header compression has clear benefits when the payload size is small.
We propose the following:
Proposal 1: For Ethernet header compression, gNB and UE are the protocol termination points.
Proposal 2: Ethernet header compression functionality is in PDCP layer.
[bookmark: _GoBack]Proposal 3: Ethernet header compression functionality is specified in RAN2 directly without defining additional ROHC profile.
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