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1	Introduction
During IAB discussions, it has been highlighted that the hop-by-hop solution can inflict problems in PDCP due to the reception of PDCP PDUs in very distinct order [1]. This contribution looks further into this issue concludes on this issue.
[bookmark: _Ref178064866]2	Discussion
PDCP can be configured with two different SN lengths: 12 and 18 bits. The PDCP transmitter should not typically transmit more than half of the window size to avoid potential HFN synchronization issues. RLC indications that RLC SDUs have been correctly received may be used by PDCP entity to progress the transmitting window. While this option is available in RLC AM, it is not for RLC UM. Thus, the PDCP entity should progress the transmitting window carefully (i.e., gently) and each network may have its own strategy and methods to do this.

Two issues have been raised: 
· PDCP PDUs may be discarded due to late arrival of PDUs and reordering
There are two cases in which PDCP PDUs are discarded. The first one is when the SN of the received PDCP PDU is lower than the SN of the lower side of the PDCP receiving window. The second one is when a PDCP PDU has been missing for too long, i.e. the t-reordering has expired. In this second case, the receiving window is moved to the next missing PDCP PDU. An example is depicted in Figure 1.
In hop-by-hop ARQ IAB deployments, RLC and HARQ retransmissions may lead to out-of-order reception of PDCP PDUs. RLC retransmissions usually take some time to trigger, though it depends on how often the RLC entity polls its peer. HARQ retransmissions, on the other hand, are expected to introduce minor delays. These delays may accumulate as the number of hops increases between the two PDCP entities. 
End-to-end ARQ IAB deployments also have to consider end-to-end RLC and HARQ retransmissions. As it has been established before (TR 38.874), RLC retransmissions in end-to-end ARQ may be slower than in hop-by-hop ARQ IAB deployments. Consequently, missing PDCP PDUs reception may take more time and, therefore, the t-reordering needs to be larger than for hop-by-hop ARQ IAB deployments. Thus, “observation 1” reported in [1] is actually more serious issue for end-to-end ARQ IAB deployments than for hop-by-hop deployments.
The challenge is, therefore, to set an appropriate t-reordering which suits the traffic and certain type of network deployment. Current NR specifications allow that t-reordering to be configured with values of up to 3 seconds. It may also be set to infinity. For IAB networks with few numbers of hops, the current t-reordering values may be sufficient. However, to avoid future limitations, the range of values for t-reordering could be increased with two or three more values e.g. 5, 7, and 10 seconds, in Release 16. 




[bookmark: _Ref527116303]Figure 1: Example of PDCP PDUs discards

[bookmark: _Toc528873253]Due to the longer retransmission times:
a. [bookmark: _Toc528873254]PDCP PDUs discards due to t-reordering expiration are more likely in end-to-end ARQ deployments than in hop-by-hop.
b. [bookmark: _Toc528873255]Current t-reordering values may suit hop-by-hop deployments while they may need to be increased for end-to-end. 

· HFN desynchronization 
HFN desynchronization happens when the PDCP receiver entity receives a packet and assigns to that PDCP PDU a wrong HFN, which leads to decryption fails. This situation may typically happen when, for a long period of time, the receiver does not get any packet, and when it gets a packet after that period, the receiver assigns the wrong HFN. It may also be that one packet is missing and, after a long period of time, another packet with the same SN is received. In this case, if the receiver has been receiving packets without gaps, the receiver may conclude that the first (missing) packet was lost. 
The example in Figure 2 depicts a case where an HFN desync may happen. PDCP PDU with SN = X is missing. Some PDCP PDUs are received but then there is a large gap until a PDCP PDU with SN = X is received. This PDU belongs to HFN = Y+1. However, the receiver may conclude that it received the missing PDU with HFN = Y.  



[bookmark: _Ref527119707]Figure 2: Example of HFN desynchronization

The question to ask is whether this event can happen in IAB networks. 
When PDCP SN length is 18 bits, the window size is 131072 packets and total SN range is 262144 packets. As shown in the example above, a HFN desync could potentially happen when the receiver does not know to which HFN a certain SN belongs. Between the two HFNs there are 262144 packets. Suppose the transmission rate is 1 PDCP PDU per 0,5 milliseconds, it will take around 131 seconds to wrap around, i.e. 2 minutes. If the transmission rate would be half, it would double the time to wrap around, i.e. 4 minutes. 
A 12-bit PDCP SN length may be only suitable for devices that transmit few packets now and then, e.g. MTC or have very low bit rate requirements. eMBB type of traffic should use, however, 18-bit. 18-bit should be considered sufficient to cope even with long RTTs. This applies for both hop-by-hop ARQ and end-to-end ARQ IAB deployments, otherwise, the bit rate may be reduced considerably.
From our point of view, it is not really possible that a packet which was sent at a specific time, arrives 2, 4, or 5 minutes later. Not even with a large number of RLC retransmissions, these times can be reached. In such case, the RLC may trigger first an RLC failure due to the maximum number of RLC retransmissions.  
Therefore, the answer to whether HFN desync is possible in IAB networks is: it is not a realistic scenario for hop-by-hop type of deployments.

[bookmark: _Toc528873256]HFN desync is not an issue in hop-by-hop IAB networks.
[bookmark: _Toc528873257]RAN2 to confirm that there are no PDCP issues due to t-reordering and HFN desync in the hop-by-hop ARQ IAB deployments.
[bookmark: _Toc528873258]T-reordering range value could be extended in future release if needed.
[bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	Due to the longer retransmission times:
a.	PDCP PDUs discards due to t-reordering expiration are more likely in end-to-end ARQ deployments than in hop-by-hop.
b.	Current t-reordering values may suit hop-by-hop deployments while they may need to be increased for end-to-end.
Observation 2	HFN desync is not an issue in hop-by-hop IAB networks.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to confirm that there are no PDCP issues due to t-reordering and HFN desync in the hop-by-hop ARQ IAB deployments.
Proposal 2	T-reordering range value could be extended in future release if needed.
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