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1. Introduction

This document contains email discussion: 
R2-1814071	Comparison of Adapt with vs. without IP for IAB arch 1	Qualcomm Inc	discussion
-	Nokia points out that what is visible is the IP flow.
-	Nokia doesn’t agree with “Additional effort when upgrading IAB-nodes to IAB-donor-DUs”
=>	Noted 

[103bis#xx][NR - IAB] Adaptation layer non-IP or IP (Ericsson)
	Intended outcome: Agree on TP for comparison between non-IP-based and IP-based Adapt for architecture 1a
	Deadline:  Thursday 2018-11-02 


Discussion:
Downscoping of adaptation with or without IP:

-	KDDI thinks that we should identify what the problems are with each solution 
-	Ericsson would like to add some additional benefits to the comparison table 
-	ZTE thinks that we can keep the GTP header and then work on the other headers. Intel is concerned with the overhead.  Nokia thinks the overhead is overestimated.
-	Qualcomm explains that GTP header can still be there with the solution without IP. 
-	AT&T and KDDI sees a complexity associated with integration of non-IP.  Huawei doesn’t see the issue.  
-	Nokia thinks we need take a closer look in more details, with the unified design in mind
-	Huawei would like to see a paper from Ericsson explaining how security NDS would work.  Qualcomm explains that NDS is known protocol and it should work.  


2. Discussion

In R2-1814071, a discussion and comparison table of IP vs non-IP based adaptation options was given. The purpose of this email discussion is to agree on a TP that captures an agreed view of this comparison. Before we go into the details of the comparison, we would like to clarify some assumptions regarding adaptation layer.
The description of the adaptation layer headers in the TR (and also the discussion in R2-1814071) is confusing as it can be misunderstood to mean that in some protocol alternatives, the adaptation layer may not be required and instead the GTP header (e.g. UP alternative d) or the IP layer (e.g. UP alternative e) is used. Our understanding is that in all alternatives, there will be an adaptation layer, and we have provided a TP to the TR in section 4.
The rest of the discussion is based on this aspect that there will be always be an adaptation header regardless of the termination of the full F1-U/C stack at the access IAB node. Thus, the terms “IP based adapt” and “non-IP based adapt” will not be used, but instead we will use “IP termination at the access IAB node” and “IP termination at the Donor DU” to differentiate the two sets of solutions.  UP options a-d and CP alternative 2 fall into the category of IP termination at the Donor DU, while UP option e and CP alternative 4 terminate the IP at the IAB node.
In the following, the two sets of solutions are compared from the different aspects that were raised in R2-1814071:

Question 1: QoS
In RAN2 #103_bis, it has been agreed to support a unified design that enables both 1:1 and N:1 mapping. What are companies’ view regarding the two sets of solutions? (i.e. which solutions support which mapping? Any complexity to do so?)

	Company
	Comments

	Ericsson
	Both sets of solutions support 1:1 and N:1 bearer mapping. 
For N:1 mapping, information in the IP header (DSCP) and optional information in GTP header can be used at the donor DU for mapping to/from backhaul RLC channels. In the intermediate backhaul links, either information at adaptation layer or implicit mapping (e.g. based on ingress and egress LCID mapping) could be used. 
For 1:1 mapping, information on the IP and GTP header can be used at the donor DU. In the intermediated backhaul links direct 1:1 mapping can be configured the whole path. Other options are also possible. 

	Vivo
	Both sets of solutions support N:1 bearer mapping.

IP termination at the Donor DU can support 1:1 bearer mapping better than IP termination at the access IAB node, for the former can support much more UE bearers.
	
	IP termination at the Donor DU
	IP termination at the access IAB node

	Donor DU performs bearer mapping based on
	TEID in GTP-U header(32bit)
	DSCP in IP header(6bit)

	Number of UE bearers supported
	232
	26




	ZTE
	No matter IP terminates at donor DU or access IAB node, both N:1 and 1:1 bearer mapping could be supported.

	Qualcomm
	We would assume that both IP-termination solutions could support both bearer mappings. None of the design examples submitted in the parallel discussion provides specific reasons why this would not be the case.

	AT&T
	Both IP termination solutions should be able to support 1:1 and N:1 bearer mapping

	KDDI
	We share the view with Qualcomm.

	Samsung
	Both solutions support 1:1 and N:1 mapping.

	Nokia
	1:1 bearer mapping and UE bearer based QoS requires that UE bearers are visible at MAC scheduler level. For IP terminated at access node, this is not natural, since only IP flows are visible to RLC/MAC. Therefore, Donor DU has to extract UE bearer info (from GTP-U) and include that into adaptation layer header.
Further, with the IP termination at the access IAB node, QoS mapping is limited by IP layer DSCP codes visible in Donor DU (unless GTP layer is exposed in Donor DU & IAB Nodes).

	Intel
	It should be possible to support both (subject to other considerations such as LCID space extension for 1:1 mapping). However, there are likely to be some other complexities with IP termination at IAB node as Nokia has mentioned.

	Huawei/HiSilicon
	[bookmark: OLE_LINK14][bookmark: OLE_LINK15]The 3GPP QoS framework is enabled using a number of parameters with per UE bearer granularity. These parameters include bearer QCI; Allocation and Retention Priority IE; and GBR QoS Information IE (see TS 38.473).  IAB should provide QoS support comparable to that provided by a network without IAB. As such, similar differentiation of QoS characteristics needs to be supported for BH RLC channels, regardless of whether a particular BH RLC channel carries a single radio bearer (1:1 bearer mapping) or aggregates multiple radio bearers with similar QoS requirements (N:1 bearer mapping).

As discussed by Vivo above, clearly DSCP is not sufficient to provide the same differentiation of QoS as supported by the 3GPP QoS framework. Therefore, DCSP is not useful in this regards, and our assumption is that DSCP would play no role in IAB QoS. In other words, for the case of “IP termination at the access IAB node” the DSCP field in the IP header would be ignored by the IAB node (as is the case with the non-IAB DU today).

As such, the presence or absence of IP on the BH link has no impact on QoS, since the 3GPP QoS framework would not consider the content of the IP header, if present.

Regarding 1:1 mapping or N:1 mapping of radio bearers to BH RLC channels, again it is clear that IP has no role to play in this mapping. 

	CATT
	Both solutions support 1:1 and N:1 mapping. DSCP is not that sufficient providing QoS support as supported in non IAB network. In that sense, 3GPP QoS framework should be used to support end to end QoS. If so, these two IP terminations makes no much difference in 1:1 mapping and N:1 mapping.    

	Sony
	In our understanding 1:1 mapping is a subset of N:1 mapping and both solutions support it.



Summary: Most companies agree that both options support 1:1 and N:1 mapping. Some companies stated that DSCP is not sufficient to do 1:1 mapping and GTP-U header should be considered at the donor DU. 

Question 2: Deployment impact
In R2-1814071, it has been indicated that not terminating IP at the IAB node will lead to more deployment effort as compared to terminating the IP at the IAB node. What are companies’ views on the deployment impact of the two sets of solutions? 

	Company
	Comments

	Ericsson
	If the IP is terminated at the access IAB node, the IAB node will have support for the same protocol stack as in a normal DU, thereby similar mechanisms can be used for the operation and maintenance of IAB nodes and normal DUs. Also, upgrading an IAB node to a normal DU (e.g. when fiber becomes available) will be rather straightforward. 

Another advantage of full IP support is that transporting of non 3GPP traffic is also facilitated (i.e. it can be carried the same way as a UE bearer traffic, but at the IAB access node will route it directly to the non 3GPP source/sink node after stripping off the adaptation header and the donor DU will do the same by forwarding the IP packet directly to the destination IP address). Non-3GPP sources/sinks can include site equipment, traffic cameras, etc. 

If the IP is terminated at the donor DU, the F1-C/F1-U are transported in a different way than legacy (i.e. the IAB node will terminate different protocol stack as compared to a normal DU), thereby requiring more effort in operation and maintenance as compared to terminating the IP at the IAB node.  Support for backhauling of non-3GPP traffic is also possible when IP is terminated at the donor DU. However, it will not be straightforward (e.g.  DRBs have to be established for the MT part of the IAB node on behalf of the non-3GPP traffic).


	vivo
	Compared to terminating the IP at the donor CU, when terminating the IP at the IAB, the IAB (IAB DU) node has more similarity with a DU connected with wire BH.  Hence, terminating the IP at the IAB node leads to less deployment effort to upgrade an IAB node to a wired DU.

	ZTE
	Terminating IP at IAB node would be a little simpler when upgrading an IAB node to a normal DU. 

	Qualcomm
	Both have implications on deployment. For CP alt 2, which is associated with IP-terminated-at-donor-DU, CU-CP needs to support different CP transport for IAB-node DUs than for wireline DUs. For, CP alt 4, which is associated with IP-terminated-at-IAB-node, wireline fronthaul needs to support NDS.



	AT&T
	IP termination at the access IAB node should provide some commonality between IAB and non-IAB nodes for OA&M mechanisms. Moreover, it may also make it somewhat easier to transition an IAB node to a non-IAB node upon availability of fibre access at the IAB node. We also agree with Qualcomm that for CP, both alt 2 and 4 each have their own different implications on deployment. 

	KDDI
	Terminating IP at IAB node can have similar mechanisms which are used for normal wired DU. Even though terminating IP at IAB node, RLC and MAC processing would be required to forward the IP packets. 

	Samsung
	As a general comment, it is a bit technically obscure to compare deployment impact of CP alternatives 2 and 4 because the biggest impact comes from a choice for a particular architecture. Choosing architecture 1a will inevitably lead to changes needed to support wireless DU, whereupon we cannot see any fundamental difference between alternative 2 and 4 from the viewpoint of those additional changes.
Nevertheless, supporting NDS for CP traffic will require additional implementation and testing efforts, whereas PDCP based ciphering comes for free as it anyway has to be supported. In that sense deploying CP alternative 4 and/or switching between wired and wireless DU mode will require more efforts.

	Nokia
	Adaptation layer is needed for both IP termination at access IAB node (Option e) and IP termination at Donor IAB node (options a to d); for the upgrade of an IAB node to Donor DU, there is some effort involved for both the cases. For the IP termination at access node (option e), there is an effort involved to do IP to adapt mapping; so, it would not that straight forward as being projected. 
We also agree with Samsung’s views on this.

	Intel
	Broadly there were two choices – L3 relaying and L2 relaying. Assuming L2 relaying is adopted (for which we think there are good reasons) there will be significant deployment and specification effort. We do not see much difference between the two from a deployment effort perspective.

	Huawei/HiSilicon
	In general, it is normal to support different protocol stack lineup for wired and wireless interfaces on the same node. If an IAB node is reconfigured to operate as a wire-DU, the wired backhaul interface (fiber or otherwise) will anyway use a different port, and have completely separate configuration compared to wireless backhaul. Furthermore, even if IP is used as part of the protocol stack lineup for the wireless backhaul (architecture 1a, alternative e) it is not clear that the same IP layer configuration could be used for the wired backhaul. Therefore, we see no difference in terms of transitioning from wireless to wired backhaul between architecture 1a alternatives (a-d) and architecture 1a alternative e. The only difference from a configuration perspective, may be that architecture 1a alternative e would require additional effort to configure the IP layer for the wireless backhaul case, as mentioned by Nokia.

From an implementation perspective, there are some differences. As mentioned by Qualcomm above, the F1 transport for CP alternative 2 is different compared to the F1 transport with existing CP solution. However, we anyway anticipate that F1 may require additional features in order to support IAB compared to the current standard. Furthermore, all protocol layers & functions of CP alternative 2 are already supported by the CU-CP in the current standard. Therefore, we don’t anticipate that implementing the transport solution of CP alternative 2 would entail significant development or testing effort.     

Similarly, CP alternative 4 assumes security is provided by NDS for both wired and wireless segments of the backhaul. As discussed by Samsung, “supporting NDS for CP traffic will require additional implementation and testing efforts, whereas PDCP based ciphering comes for free as it anyway has to be supported”.

In addition, “IP termination at the access IAB node” (UP option e and CP alternative 4) requires the Donor DU to be upgraded to support an IP routing capability, which is not required by the current standard.

Finally, Ericsson mentioned that “IP termination at the access IAB node” could facilitate the transport of non-3GPP traffic. The description was not very clear, but it seems they are proposing to syphon off some UP traffic at the Donor DU, and not process it by the Donor CU? It seems that this is some new proposal that we have never discussed before. In general, we are skeptical about such an approach as it would be completely different than the current CU-DU architecture. We can envision that such an approach would considerably complicate CP/UP interaction at the Donor, and would potentially require significant effort from both an evaluation and standardization perspective. Therefore, we don’t see how it would be possible to address this proposal within the scope of the current SI.            

	CATT
	In network deployment, the wired F1-AP and wireless F1-AP are different protocol stacks. Updating the wired F1-AP to wireless F1-AP is not a very frequent work, evaluation of two alternatives IP based and non-IP based should be focus on the signaling overhead and processing overhead. 

	Sony
	We share Qualcomm view and at the same time have sympathy for Ericsson and others regarding the deployment flexibility. 



Summary: Regarding deployment flexibility/migration, roughly half of the contributing companies see some benefit from terminating IP at the IAB node, while the rest either neutral or against. 

Question 3: Specification effort
In R2-1814071, it has been indicated that not terminating IP at the IAB node will lead to more specification effort as compared to terminating the IP at the IAB node. What are companies’ views on the specification impact of the two sets of solutions? 

	Company
	Comments

	Ericsson
	For both sets of solutions, there will be specification impact in defining IAB specific mechanisms such as mapping of UE bearers to backhaul RLC channels, the setup of the MT and DU parts of the IAB node, etc.

However, additional specification work is required for the case where IP is not terminated at the IAB node because the F1-AP/F1-U transport is changed from legacy. In particular for solutions a-c legacy F1 functionalities (e.g. F1-U flow control), have to be realized/specified at the adaptation layer.


	Vivo
	Native F1-AP/F1-U can be reused in terminating IP at the access IAB node solution, hence it leads to less specification effort as compared to terminating the IP at the donor DU.

	ZTE
	Terminating IP at IAB node could reuse existing F1 interface efficiently. IP termination at the donor IAB node does cause some specification complexity. 

	Qualcomm
	We believe that specification effort for F1-AP-in-F1-C tunnelling of CP-alt-2 is substantial and we haven’t really worked this in the study. In contrast, for CP-alt-4, IP-based forwarding is rather simple.  IP address allocation should be rather straightforward since off-the-shelf mechansims can be used.

	AT&T
	More specification work is required when IP is terminated at the donor DU, as also described by other companies.

	KDDI
	Agree with Ericsson. We have possibility to reuse a bunch of features which IP based solutions offer.

	Samsung
	Either way there will be some specification changes.
Echoing our previous feedback, it seems that we do not compare 1a CP alternative 2 and 4, but rather pros and cons of 1 versus 1b. If we strive for reusing as many IP based solutions as possible, then we should consider architecture 1b, comparison and analysis of which has been done in a separate discussion led by RAN3.

The biggest difference will come from adopting NDS for CP alternative 4 as it is not clear how big changes it will involve.

	Nokia
	There is comparable spec impact for both IP termination at access IAB node and for IP termination at Donor IAB node. 

	Intel
	Agree with Nokia.

	Huawei/HiSilicon
	Agree with Nokia, spec impact seems comparable with both approaches. We also agree with Samsung that the biggest difference is likely to be the impact of needing to support NDS over a wireless backhaul for CP alternative 4. This would require study and consideration by SA3, which to our knowledge has never considered this use case. We suspect that much of the existing wireless security solution may have to be redesigned and incorporated into such a solution. 

	CATT
	Agree with Nokia

	Sony
	We share the view that IP at Access IAB is probably straightforward from specifications point of view. However, specification impacts should not be the main criteria for selecting a solution. 



Summary: Regarding the specification impact, slightly more than half of the companies (7) see terminating the IP at the donor DU will lead to more specification work, while the rest (5) do not see considerable difference between terminating the IP at the IAB node or donor DU.

Question 4: Protocol overhead
In R2-1814071, it has been indicated that terminating IP at the IAB node will lead to more overhead (in the order of 4%) while terminating IP at the donor DU has less overhead (in the order of 1%). What are companies’ views on the protocol overhead of the two sets of solutions? 

	Company
	Comments

	Ericsson
	Terminating the IP at the donor DU will lead to less protocol overhead as compared to terminating the IP at the IAB node. 

When using/selecting UP alternative e, the extra overhead due to carrying GTP/UDP/IP all the way over the backhaul links could be 36 – 56 bytes (where 8 bytes are for GTP, 8 bytes are for UDP, 20 bytes header for IPv4, 40 bytes header for IPv6). This amounts to about 2.4 – 3.7% overhead (assuming 1500B size packet). 

For UP alternative d, where only the GTP header is carried, the extra overhead will be only 0.5% (assuming 1500B size). 

For UP alternative a-c, the overhead depends on the adaptation header size. However, there is no consensus yet on what information is to be carried out on the adaptation header. Also, for UP alternatives a-c, since the adaptation layer handles/replaces some of the F1-U functionalities such as flow control, a bigger adaptation header may be required as compared to UP alternatives d and e.


	vivo
	Agree with Ericsson 

	ZTE
	Terminating IP at IAB node would lead to a larger protocol overhead due to the addition of IP header. For small packets (with a size less than 1500B), the amount of overhead could be larger than 3.7%. 

	Qualcomm
	While the assessment above is technically correct, the claim has been made that for some services, e.g. VoIP, the overhead difference would be substantial. However, it should be possible to support UP solution d (i.e. GTP-U/Adapt) on the wireless backhaul together with IP-termination on the IAB-node. IAB-node and IAB-donor-DU simply drop UDP/IP on the wireless backhaul since routing is based on Adapt.  This would make overhead the same for both solutions. 

	AT&T
	It is true that strictly speaking, terminating IP at the donor DU will incur less protocol overhead compared to terminating IP at the IAB node. However, as rightly pointed out by Qualcomm, the UDP/IP headers could be suppressed at intermediate IAB nodes to make the protocol overhead quite comparable for both solutions. 

	KDDI
	Agree with Ericsson. To resolve the overhead, we may be able to explore the IP based compression mechanism in the feature.

	Samsung
	This is a bit academic discussion because CP traffic is rather marginal when compared to the UP volume. We can of course do some tricks by compressing/removing some protocol headers, but it will increase the specification complexity.

	Nokia
	The header overhead with IP termination at Donor node would be <10 bytes [2bytes for UE Id, 0.5bytes for UE bearer Id, 2bytes for IAB node address, 1 to 2bytes for control for control information; totaling 6 or 6.5bytes]. The header overhead with IP termination at Access IAB node would be around 10 times more.

	Intel
	Agree with ZTE and we have mentioned this before. For small payload traffic (e.g. VoIP payloads - which are <100 bytes), the header can be a very large portion of the backhaul traffic if IP is terminated at the IAB node. 
UDP/IP header suppression has been mentioned above (this has not been discussed before, to our knowledge). It is not entirely clear to us how this would work (we assume this is not referring to header compression – such as RoHC). 
Use of header suppression here is a bit puzzling. It would seem that if headers can be fully suppressed, then they are not needed in the first place…
Either way a thorough discussion of the header suppression is needed. We agree that if headers can be suppressed, the overhead issue is moot.

	Huawei/HiSilicon
	Agree with ZTE, Nokia, and Intel; the header can be a very large portion of backhaul traffic if IP is terminated at the IAB node. Considering the example of a voice service, the voice packet is typically on the order of 30 bytes. In this case, the overhead of adding GTP-U/UDP/IP to each voice packet would be much larger than 4% (~ 50% - 60% overhead)

Also, as mentioned by Intel, UDP/IP header compression would seem to be re-inventing RoHC, and would require additional unnecessary effort as mentioned by Samsung.

[bookmark: OLE_LINK16][bookmark: OLE_LINK17]IP header suppression, seems a bit strange and puzzling, as discussed by Intel above.
Qualcomm suggests that this can be achieved by utilizing UP architecture 1a, alternative d. However, UP architecture 1a alternative d falls under “IP termination at the Donor DU”. So the proposal seemed a bit strange to us. 

	CATT
	we agree with the evaluation how many percent that additional header will be introduced if IP terminated at IAB node. 

	Sony
	IP at Donor IAB will definitely have less overhead compared to IP termination at access IAB. 



Summary: Almost all companies agree that there will be more overhead in terminating the IP at the IAB node as compared to terminating it at the donor DU. Some companies have proposed that this could be mitigated by stripping of the IP/UDP headers for UP traffic, or performing header compression. 
Question 5: CP Security
[bookmark: OLE_LINK12][bookmark: OLE_LINK11]In R2-1814071, it has been indicated that security protection of both options in the CP (i.e. PDCP for solutions that terminate IP at the donor DU and NDS for solutions terminating IP at the IAB node) provide sufficient protection. What are companies’ views on the CP Security aspects of the two sets of solutions? 

	Company
	Comments

	Ericsson
	UE’s/MT’s RRC are protected via end to end PDCP in both sets of solutions.

For protecting network signaling (F1-AP), CP alternative 2 provides security using PDCP terminated in the IAB node. For CP alternative 4, NDS is required. 

NDS is specified by 3GPP (TS 33.210) and apart from the integrity and confidentiality aspects, it also supports other features such as anti-reply protection and data origin authentication. 


	vivo
	Both solutions can provide sufficient protection.

	ZTE
	Both options in the CP provide sufficient protection. 

	Qualcomm
	We agree with Ericsson, vivo and ZTE.

	AT&T
	Both IP termination options should provide sufficient protection

	KDDI
	We agree with Ericsson, vivo and ZTE.

	Samsung
	Both solutions should theoretically provide sufficient protection. If so, it is not entirely clear why we must adopt a new solution based on NDS instead of simply re-suing the PDCP based ciphering that comes for free because CU must support it.

	Nokia
	PDCP based security is well proven and adds no additional overhead; whereas the NDS based security is a new concept and is a separate security protocol layer, the overhead it may add is not known.

	Huawei/HiSilicon
	Agree with Nokia and Samsung. PDCP based security is well proven, designed specifically for the wireless interface, and has the advantage of years of successful implementation and deployment by operators.

Applying NDS to a wireless interface would be new as far as we know, and would require significant additional study and consideration by SA3. We would not be comfortable moving forward with such an approach without detailed consideration, analysis, and endorsement by SA3.     

	CATT
	Both alternatives can provide security protection. NDS is not familiar with 3GPP, many issues may be unexpected and unclear. Protection provided by PDCP should be set as the baseline at this point. And SA3 may be involved in security issues. 

	Sony
	Both solutions can provide sufficient protection.



Summary: Almost all companies agree that both solutions can provide sufficient protection for the CP. However, some companies (Samsung, Nokia, Huawei, CATT) have raised some uncertainties regarding NDS usage over wireless interfaces.
Question 6: UP processing overhead
Here companies are welcome to indicate any other aspects that were not covered above. 
In R2-1814071, it has been indicated that the UP processing overhead should be considered in the given the information of the header of adaption layer in IP or non-IP. What are companies’ views on the UP processing overhead regarding these two type of IP terminations (where IP is terminated at the IAB node or the donor DU)? 


	Company
	Other aspects to be considered

	CATT
	For IP terminates at the IAB node, in each IAB node, as more protocol layers are present, thus more layers header are added. Compared to IP terminates at the donor DU, more encapsulating and de-capsulating work are introduced to each IAB node. Therefore, we believe the IP terminates at IAB node brings more UP processing overhead compared to IP terminates at Donor DU. 

	vivo
	Agree with CATT

	ZTE
	Compared with normal DU, IP termination at IAB node does not increase the UP process overhead. Instead, IP termination at donor DU may increase the IP processing overhead greatly since donor DU needs to perform the GTP-U encapsulation for the data packets from access UEs directly served by itself but also  the UEs served by downstream IAB nodes. 

	Qualcomm
	We disagree with CATT’s and vivo’s assessment. The UDP/IP header solely represent a wrapper that do not have to be processed. In fact, these headers are not even been touched by these nodes. There should be no processing difference. We agree with ZTE that the IAB-donor-DU has to perform more processing overhead to terminated IP-UDP. However, if the IAB-donor-DU doesn’t do it then the access IAB-node has to terminate these headers. So overall, the processing overhead is the same.

	AT&T
	We agree with comments from Qualcomm

	KDDI
	Agree with Qualcomm

	Samsung
	Similar to our comments for the protocol overhead, this is a bit academic discussion because 99.9% of the HW processing capacity is busy with UP, not CP. We cannot see any big difference between two solutions in terms of processing load.

	Nokia
	Processing overhead may not necessarily be such a significant issue to be weighed upon. However, it is likely that, with increase in the protocol header overhead, there would be some UP processing overhead at the processing node.

	Intel
	We don’t see a significant difference in processing overhead.

	Huawei/HiSilicon
	Clearly adding additional headers will increase processing, which is particularly a concern for UP (as mentioned by Samsung). Even if the processing of these additional headers consists of simply stripping them away, and ignoring them, as proposed by Qualcomm, this will require additional effort to parse the headers correctly. However, in this case, it seems that if these additional headers are not processed, then they have no value and simply constitute unnecessary overhead, consuming backhaul bandwidth.

Regarding ZTE’s comment, the donor DU anyway should process data packets for UEs streamed by downstream IAB nodes. Therefore, we didn’t see any clear logic to this comment.   

	Sony
	Agree with Nokia

	Ericsson
	We agree with comments from Qualcomm and ZTE.



Summary: Regarding UP processing overhead, most companies see no considerable difference between terminating IP at the IAB node or at the donor DU. Three companies (CATT, Vivo, Huawei) stated that terminating IP at the IAB node will cause more UP processing overhead. 

3. Summary

Question 1: QoS
Most companies agree that both options support 1:1 and N:1 mapping. Some companies stated that DSCP is not sufficient to do 1:1 mapping and GTP-U header should be considered at the donor DU.

Question 2: Deployment impact
Regarding deployment flexibility/migration, roughly half of the contributing companies see some benefit from terminating IP at the IAB node, while the rest either neutral or against.

Question 3: Specification effort
Regarding the specification impact, slightly more than half of the companies (7) see terminating the IP at the donor DU will lead to more specification work, while the rest (5) do not see considerable difference between terminating the IP at the IAB node or donor DU.

Question 4: Protocol overhead
Almost all companies agree that there will be more overhead in terminating the IP at the IAB node as compared to terminating it at the donor DU. Some companies have proposed that this could be mitigated by stripping of the IP/UDP headers for UP traffic, or performing header compression

Question 5: CP Security
Almost all companies agree that both solutions can provide sufficient protection for the CP. However, some companies (Samsung, Nokia, Huawei, CATT) have raised some uncertainties regarding NDS usage over wireless interfaces.

Question 6: UP processing overhead
Regarding UP processing overhead, most companies see no considerable difference between terminating IP at the IAB node or at the donor DU. Three companies (CATT, Vivo, Huawei) stated that terminating IP at the IAB node will cause more UP processing overhead. 

A TP for TR 38.874 to capture the above agreements is provided in section 4.
4. Text Proposal

[bookmark: _Toc525213631]8.2.2 	Adaptation Layer
<<skipped part>>
Adaptation header structure
The adaptation layer may consist of sublayers. It is perceivable, for example, that the GTP-U header becomes a part of the adaptation layer. It is also possible that the GTP-U header is integrated with or placed carried on top of the adaptation layer to carry end-to-end association between the IAB-node DU and the CU (example is shown in Figure 8.2.-1d).
Alternatively, aAn IP header may be part of the adaptation layer or integrated with or placed carried on top of the adaptation layer. In this case, IP transport extends from the donor CU to the DU of the IAB access node, rather than terminating at the Donor DU. One example is shown in Figure 8.2.-1e. In this example, the IAB-donor DU holds an IP routing function to extend the IP-routing plane of the fronthaul to the IP-layer carried by adapt on the wireless backhaul. This allows native F1-U to be established end-to-end, i.e. between IAB-node DUs and IAB-donor CU-UP. The scenario implies that each IAB-node holds an IP-address, which is routable from the fronthaul via the IAB-donor DU. The IAB-nodes’ IP addresses may further be used for routing on the wireless backhaul.
Note that the IP-layer on top of Adapt does not represent a PDU session. The MT’s first hop router on this IP-layer therefore does not have to hold a UPF.
The design of the adaption header is FFS.

[bookmark: _Toc515544598][bookmark: _Toc515544595]10.x	Architecture 1a: IP termination at IAB node vs. IP termination at donor DU 
Table 10.x-y: Comparison between terminating IP at the donor DU vs at the IAB node: 

	
	IP termination at IAB node
	IP termination at Donor DU

	QoS support
	Both 1:1 and N:1 mapping supported. However, 1:1 mapping is dependent on the availability of additional information than just the IP header’s DSCP field.
	Both 1:1 and N:1 mapping supported. 

	Deployment impact 
	May provide flexible deployment:
· Native F1-U/F1-C used and transported in the same way as in normal DUs

· Same way of managing IAB nodes and normal DUs.

· Easier to upgrade an IAB node to a normal DU when fiber becomes available. 
	May require additional effort:
· Different way to transport UP and CP as compared to native F1.

· Different way to manage IAB nodes than normal DUs.


· Upgrading IAB nodes to normal DUs may not be straightforward 

	Specification effort
	· New IAB specific functionalities needed such as mapping of UE bearers to backhaul RLC channels 
	· New IAB specific functionalities needed such as mapping of UE bearers to backhaul RLC channels 

· Additional specification required because F1-U/C transport is changed from legacy and native F1-C functionalities may not be available.

	UP transport overhead
	More overhead.  Around 4% for 1500B packet, more for smaller packets [NOTE 1]
	Low overhead, lower than 1% for 1500B packet, more for smaller packets.

	UP processing overhead
	Comparable UP processing overhead



Note 1: Overhead may be improved via compression or suppression of the UDP/IP headers.

