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1. Introduction

This paper contains the outcome of an offline email discussion on the unified design for IAB architecture 1a. 
A “unified” design supports fine-granular QoS via 1:1 bearer mapping for some UE bearers and N:1 aggregation of UE-bearers to RLC-channels for other UE bearers. 

Unified-design proposals should leverage features, aspects, options, alternatives, etc. that have already been discussed during the study and described in TR38.874 v0.50 for 1:1 and N:1 bearer mapping [1].

Further, the unified-design proposal may include how 1:1 and N:1 bearer mapping can be accommodated via a roadmap, and it should list the technical challenges/aspects/issues to be addressed at each stage of this roadmap.

2. Discussion

2.1 Objectives for initial IAB release

We would like to hear from operators and vendors what they consider the most important objective(s) for the initial IAB release, and what they would like to see supported in long term. This may include objectives and criteria related and unrelated to the unified-design discussion. 

	Company
	Design description

	Qualcomm
	We believe that the initial IAB release should support BE services for mmWave access, since this is a very relevant use case. Timely availability of IAB is more important than support of refined QoS. GBR services such as VoIP can initially be handled via 4G or NR sub 6 but should ultimately also be supported by IAB.

	AT&T
	For the initial IAB release, it is most important to get a timely deployment with support for best-effort service in FR2 bands. Additional features to support fine-grained QoS and other refinements can be added after this initial timely release to support BE service. 

	KDDI
	We share the view with Qualcomm and AT&T. We think that the support BE services for mmWave access is enough for the initial release. And we feel that the support of refined QoS looks like too much for the initial stage.

	Ericsson
	We agree with previous companies. Support BE is important (e.g. for mmW deployment with NSA NR), aggregation of UE bearers to backhaul bearers is required for early deployment of IAB supporting limited number of LCIDs. Increasing granularity could be explored for future use case e.g. supporting VoIP, critical services. 

	Intel
	Agree with AT&T and others. A phased approach is needed.

	Nokia
	We think that at least basic services like eMBB and voice need to be supported and reuse of the QoS framework is necessary and straightforward. We do not think that the solutions which allow supporting QoS require more work than solutions not supporting QoS, so we do not see the need for phased approach. We also wouldn’t like to see IAB deployments being crippled compared to wired deployments.

	Verizon 
	We share the same urgency on the features and would be very much appreciate if companies are willing to compromise.   Our understanding is that it’s not complicated to extend the number of LCIDs.   We think that it’s important to incorporate the design principles to supporting both N:1 and 1:1 in the initial release. Should it prove to be too complicated, we can always revisit and consider a phasing approach.

	Samsung
	We also think that the main use case is to support deployments at FR2. However we do not think that the system should be designed with best-effort services in mind, as this approach would amount in our view to focusing on coverage enhancement only. First release of IAB should already support equivalent performance to non-IAB NR deployments. Suitable QoS support is therefore essential.

	LG
	We also agree with companies view above that timely availability of IAB is more important than support of finer granular QoS. 

	Huawei/HiSilicon
	It seems that with this question the rapporteurs are looking for guidance regarding prioritization of features to be addressed by a potential IAB WI. The scope of the question is very broad, is certainly not limited to RAN2, and is not really something that WG meeting time should be spent debating. This question would be more suitable to discuss at plenary. 

Our understanding is that there has already been some related discussion in RAN#81, and at least one operator provided a contribution (RP-181734) that identifies their view of the critical need for IAB to support differentiated QoS in a commercial deployment. Furthermore, we understand that this contribution was motivated by the operator’s prior experience with deployment of LTE relay solutions in their commercial network.
In any case, the objectives of the SI were clearly defined in the study item description. In the remaining time of the SI, RAN WGs should focus on completing the technical study and analysis needed to fully address these objectives.  

We encourage the rapporteurs to trigger such a discussion on prioritization of topics for a potential IAB WI for RAN#82. That way, all interested companies can weigh-in and express their views.

	T-Mobile USA
	IAB should be done in a phased approach with phase 1 limited to  2  IAB nodes.  IAB needs to be a backhaul option for mmWave base stations where traditional forms of interconnection are not available. As such is needs to support all of the services available on NR with decreased throughput.  


2.2 Description of unified-design proposal for UP

Please outline your unified-design proposal for UP. If possible, leverage features, aspects, options, alternatives, etc. already discussed in TR 38.874 v0.50. 

	Company
	Design description

	Qualcomm
	· Combine L2-structures of Figures 8.2.5-1, which support 1:1 mapping via LCID-space extension, and Figures 8.2.5-3, which support N:1 aggregation above RLC.

· Use UP-option c with Adapt on top of RLC, where Adapt carries a route ID such as IAB-node address and a UE-bearer ID such as GTP-U TEID. Alternatively, use UP-option d where the UE-bearer ID is explicitly carried via GTP-U on top of Adapt. Alternatively, use UP-option e, where IP may also be used for routing.

· The extension of the LCID-space requires insertion of a MAC sub-header-extension, which does not represent a second “Adapt” since it does not carry new functionality.

· LCG may be extended.

· Use HBH RLC ARQ.

	AT&T
	For UP we propose the following design:

· To reduce the amount of initial standardization work, we propose to reuse GTP-U and F1-U specifications to keep the IAB design forward compatible, and to avoid duplicating the functionality of these specifications at the Adapt layer. This may also make it easier to upgrade an IAB node to a donor node at a later date upon further availability of fibre. Hence, we propose the use of UP-options d or e

· Initially start with N:1 bearer aggregation, Adapt over RLC, and HBH. This allows supporting the goal of getting a timely release of IAB specification with as much reuse of existing specification as possible with support for BE service. 

· N:1 bearer aggregation supports better scalability over multiple hops, which is more likely in initial IAB deployment with sparse fibre deployment.

· Adapt over RLC and HBH provide an IAB design that is compatible with the CU-DU design split principle in Release 15 (mid-RLC split was earlier rejected by RAN3 in Release 15). Furthermore, HBH has lower specification impact and has been shown to perform better in FR2 deployments with blockage (R2-1815590).

· After the initial IAB release has been standardized with basic support for multi-hop scalable deployment for best-effort service in FR2, the IAB design can be further optimized to support fine-grained QoS and 1:1 bearer mapping.

· LCID space extension and LCG space extension should be considered to support 1:1 bearer mapping and fine-grained QoS support. 

	KDDI
	· For UP-options, we prefer the use of “UP-option d” or “UP-option e” to avoid duplicating the functionality of these specifications at the Adapt layer.

· For bearer mapping and adaptation layer placement, we believe the base line should be N:1 mapping and adapt over RLC and HBH. However we can accept to have additional enhancements for fine granular QoS above RLC as a compromise. (At this moment, we cannot figure out whether such an enhancement is possible or not…)
· LCID space extension and LCG space extension also can be considered later, not initial release

	Sony
	We prefer the UP options with adapt over RLC and HBH design.

For bearer mapping, we think both the N:1 mapping and 1:1 mapping are feasible. For 1:1 mapping, extension on LCID and LCG may be needed. So better to start with N:1 mapping.

	Ericsson
	We agree with the AT&T proposal for collapse design (which is also similar to proposals by other companies). Extension of LCID/LCG space could be specified later which can be utilized for finer granularity mapping when available, but at the same time is not required for initial deployments if N:1 mapping is supported. If we start with the current LCID/LCG space and N:1 mapping, extending the LCID/LCG space will implicitly enable to support 1:1 mapping, or a mixture of 1:1 mapping for some bearers (e.g critical services) and N:1 mapping for others (e.g. BE).

Agreeing on terminating UE RLC in IAB node (HbH ARQ) which has the least standardization impacts and Donor DU impacts will also be important for the overall progress going into the WID phase.  Also, it does not seem to be possible to perform bearer aggregation if end to end RLC is chosen. 

Further down selection if needed between UP option d) or e) could be discussed but it is less fundamental than the bearer mapping and RLC termination aspects and thus can be discussed later.

	ZTE
	We support the N:1 bearer mapping due to its good scalability with the number of hops and access UEs. 

For the UP options, we prefer option d. By keeping GTP header, the legacy enhancement in GTP-U could be reused, such as TEID, flow control, DDDS, etc.  But we don’t think the whole UDP and IP header need to be kept as in option e. Most of  the fields are redundant and cause extra overhead on backhaul links, such as port number, length, checksum, etc. Instead, only the most essential fields could be selected from IP header and added to the adapt header if necessary.

HbH ARQ and adapt over RLC are preferred. As we know, the E2E ARQ requires every lost packet to be re-transmitted from the UE/donor DU for UL/DL respectively, which cause too many unnecessary re-transmissions on the intermediate hops. 

	Intel
	We are in agreement with several comments above. We propose mainly:

· Start with N:1 bearer mapping

· Use Adapt above RLC placement

· Use Hop-by-hop ARQ design

	Kyocera
	We prefer to start with N:1 bearer mapping, since 1:1 is a subset of N:1 from the configuration point of view, although 1:1 will need e.g., extension of LCID space that could be discussed in future. 

We support HbH ARQ and adaptation layer above RLC. Especially HbH is essential from the perspective of supporting the access from Rel-15 UE. 

For the UP options, we slightly prefer either Options c), d) or e) so far, but also agree with Ericsson that we can discuss the down selection later. 

	CATT
	We prefer N:1 bearer mapping. For 1:1 bearer mapping, you have to extend the SN space, and LCID, which have too much impact to MAC layer and high development work for scheduler. 

HbH ARQ is highly preferred, what we concerned most is the low transmission efficiency of e2e ARQ. Regarding the end to end reliability, RAN2 identified 3 alternatives, we believe one of them will resolve the end to end reliability of HbH ARQ.

Adaption layer above is preferred since N:1 bearer is preferred. 

For UP options, we support option d and e. We think these two architectures leverage the legacy protocol architecture which brings less standardization works.  

	Lenovo&MotoM
	We propose as following: 

· Start N:1 bearer mapping. Then, consider LCID extension to support 1:1;

· L2 structure: the Figure 8.2.5-2 that multiple RLC channels are multiplexed onto one LCH should be considered. In this structure, it can avoid LCG extension.

· Use Adapt above RLC placement, HBH ARQ
· Slightly prefer option c. we are also fine with option d and e. From latency point of view, IAB node2 of option d and e in figure Figure 8.2.2 – 1 need more processing time comparing to option c.

	Sequans
	Similar view on the unified design as QC.

We have the following additional comments:

- Use of HBH ARQ based design(s): it seems more forward compatible to e.g. LTE access. It also allows congestion control by queue management in relay nodes, as for Rel-10 relays.

- Regarding options c) d) e): can be decided later. With d)/e), we may not need to redesign features e.g. flow control, however we may also add unnecessary features/overhead (efficiency is part of SID objectives).  In our view even in e) F1 may need to be modified. With c), we can cherry pick only what features are needed to add them in adapt layer.

	Nokia
	Extending N:1 type of mapping to support 1:1 is not straightforward while by supporting 1:1 we can do N:1 as well. We do not think supporting 1:1 requires more work than supporting N:1, so we do not need to agree on supporting N:1 first and extending 1:1 afterwards, we can do both at the same time. 

Our proposal is as follows:

· we should extend LCID space, e.g., by having UE id (and bearer id) in adapt header

· adaptation layer would be above MAC layer so that mapping between RLC channels and logical channels is possible

· there would be always 1:1 mapping between DRBs and RLC channels, thus RLC channels are always UE bearer specific

· for 1:1 mapping in adaptation layer would be just a transparent function forwarding RLC channels to logical channels in 1:1 manner (logical channel id would consist of LCID in MAC header + UE id in adapt header)

· for N:1 we could map multiple RLC channels to a single logical channel and then in MAC we would handle those aggregated logical channels 

· ARQ could be HbH or e2e

· BSR could be configured for 1:1 or N:1
1:1 mapping could also work with adaptation layer above RLC in case we extended LCID space and this should be done for whichever solution we decide to continue with. However, we do not see why approach with mapping of bearers to RLC channels would be more scalable than what we propose above. In all alternatives, there is only one transport channel in the backhaul carrying all the bearers (UE or IAB bearers). Thus, it is just a question how we map different bearers into a single transport channel. 

	Verizon
	Agreed on both N:1 bearer mapping (multiplexing) and extension of LCID spaces to support the integrated proposal.  We also think it’s desirable to support hop-by-hop ARQ design.  We can then discuss further details based on the above agreements.

	Samsung
	· We should worry less about the formal description of the system, such as getting stuck on where the Adapt is, how many schedulers are used, or what the names of the options are; we should also avoid describing the functioning of the system in abstract figures that do not always reveal the technical feasibility of a solution.

· We should rather focus on functionalities we wish to support; the details will then be nailed down in the normative (WI) phase, so long as the WI is well-focused, and the design outline is technically sound.

· We think a solution that supports a CU-DU split is essential and should be supported, but we would not oppose to additionally discuss solutions for a “regular” gNB (i.e. Option 2a) in later phases of the normative work.

· We would like to support an IAB design where mapping of UE DRBs to BH RLC channels can be 1:1 from the outset (since it is not easy to go from N:1 to 1:1), and where the network can configure whether RLC ARQ is end-to-end or hop-by-hop. 

· The design should be scalable meaning it should support a number of UE DRBs which is larger than the current LCID space; it should take into account that the number will grow with the increasing number of hops (but we propose to use realistic number of hops which is a max of 2-3).

· N:1 mapping (which is a useful feature to have as it results in smaller amount of F1AP signalling when (re)configuring UE DRBs) can be provided by the underpinning 1:1 design. Additionally, the Donor will in any case aggregate QoS flows of individual UEs onto a single bearer and this is under gNB control.

	LG
	- For the bearer mapping, N:1 bearer mapping is preferred for the starting point.

- Hop-by-hop ARQ with above RLC for adaptation layer placement is preferred.

	Huawei/HiSilicon
	Fundamentally, we don’t see any limitation in defining a unified design that supports both N;1 and 1:1 mapping of UE bearers to backhaul RLC channels. Clearly we would need to update section 8.2.5 of the TR, as this section currently does not illustrate such a “unified” design. 

The only issue that needs to be resolved is how RLC-channels are identified. In the current spec there is a 1:1;1 mapping between UE bearer (PDCP), RLC-channel (RLC), and LCH (MAC). Furthermore, there is no explicit definition of an RLC-channel identifier. The implicit identification based on 1:1:1 mapping breaks with N:1 mapping of UE-DRBs to RLC channels.

According to section 8.2.4.1, Option 2:

“Since the BH RLC-channel multiplexes data from/to multiple bearers, and possibly even different UEs, each data block transmitted in the BH RLC-channel needs to contain an identifier of the UE, DRB, and/or IAB node it is associated with. Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS.”

Based on this, we assume that if N:1 is to be supported then appropriate identifiers for UE-DRB would be included per data packet by the adapt layer. Furthermore, several comments above have proposed increasing the LCID space, presumably in order to reuse the LCID as an identifier for RLC-channel with 1:1 mapping. We do not support such an approach, as it would be incredibly inefficient. Basically this approach means that at least for 1;1 mapping, for each packet carried by the RLC-channel, the air interface has 2 redundant identifiers for the UE-DRB: LCID and adapt UE-DRB info.

Our strong preference for 1:1 mapping is to align with the N:1 per-packet solution; and identify the RLC-channel using the combination of LCID at MAC, and UE-DRB info provided by adapt, as discussed in section 8.2.4.1, Option 1: 

“Identifiers (e.g. for the UE and/or DRB) may be required (e.g. if multiple BH RLC-channels are multiplexed into a single BH logical channel). Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS.”

We think that using this approach for 1:1 mapping (illustrated in Figure 8.2.5-2), is more scalable than extending LCID space, and can avoid unnecessary work changing MAC spec (LCID space extension, LCG space extension, etc.)


2.3 Roadmap of unified-design proposal for UP

If not described in 2.2, please outline a potential roadmap of your unified-design proposal for UP, i.e., what features/aspects would be addressed first, added later, etc. 

	Company
	Design description

	Qualcomm
	1. Start with aspects related to N:1 bearer mapping, i.e. introduction of Adaption layer and bearer aggregation, while keeping the existing LCID space. Signaling supports N:1 mapping based on QoS-profile.

2. In second stage, extend LCID space to support 1:1 bearer mapping, i.e. MAC subheader extension. Upgrade signalling to support larger LCID space.

3. Extension of LCG space could be done together with LCID space extension or follow at an even later stage.

	AT&T
	Description provided in 2.2 includes roadmap progression. Summarized again below:

1. Start with N:1 bearer mapping, Adapt over RLC, HBH RLC ARQ and reuse of GTP-U and F1-U specifications.

2. Extend LCID space and potentially LCG space to support 1:1 mapping and fine-grained QoS support. 

	KDDI
	Please find our descriptions provided in 2.2, since it includes our roadmap consideration.

	Sony
	Same as 2.2

	Ericsson
	We agree with AT&T.

	ZTE
	Firstly support the N:1 bearer mapping. And if it is not good enough to support operators requirements, 1:1 bearer mapping could be considered later as an optimization. 

	Kyocera 
	Same as 2.2. 

	CATT
	Not extending the LCID and SN space is our bottom line. So we can implement 1:1 bearer mapping as a special case. 

	Lenovo&MotoM
	Same as 2.2

	Sequans
	Start with N:1 bearer mapping (adapt over RLC). 1:1 bearer mapping can be introduced later by extending LCID/LCG.

	Nokia
	We should focus on solutions, which allow meeting both objectives and not focus on solutions, which can meet only one. For the approach we present we do not have to do any phased approach and can support both 1:1 and N:1 at the same time.

	Verizon
	We don’t see the need of a phasing approach at the moment. We can revisit the whether a phasing approach is needed at later stage should the integrated proved to be too complicated.

	Samsung
	1. Extend LCID space to support 1:1 UE DRB to BH RLC channel mapping with a view to achieving higher QoS granularity.

2. Modified F1 (i.e. F1*) is used rather than native F1 over IP, in order to flexibly support N:1 and 1:1 depending on UE DRB QoS-profile. 1:1 and N:1 mapping can in our view co-exist.

3. Decide whether increase in the number of LCGs is needed.

4. Support configurable E2E / H2H ARQ. In the second phase, study any enhancements to PDCP that may be needed, such as enhancing PDCP status report to ensure lossless E2E transmission for the H2H RLC ARQ case.

	LG
	Start with N:1 bearer mapping as the starting point and 1:1 bearer mapping could be considered later, if needed, 

	Huawei/HiSilicon
	Not clear why a roadmap is needed here. We can address N:1 mapping and 1:1 mapping easily, as long as we don’t go down a rabbit hole of trying to redesign the MAC spec.

As discussed in 2.2, we think that the same info provided by adapt to identify the UE-DRB can support both N:1 and 1:1 mapping. 


2.4 Reversing roadmap of unified-design proposal for UP

Could the roadmap described above also be conducted in reverse direction? If so, please describe the corresponding steps. Which direction of the evolution would you prefer and why?

	Company
	Design description

	Qualcomm
	In reversed evolution, the first stage would have to include Adapt layer above RLC for routing and F1-U support as well as LCID space extension for 1:1 bearer mapping. The only thing to be done at a later stage is bearer aggregation above RLC, which is probably not much specification effort compared with the other work. 

The motivation to pursue the roadmap in 2.3 has been described in 2.1 

	AT&T
	Reversing the proposed roadmap from 2.2/2.3 may not work well because it risks violating the initial goal of getting a timely design of an L2-based relaying architecture that tries to reuse existing specifications as far as possible to support best effort service in FR2 bands. Performing LCID space and LCG space extension in the initial phase may require more specification/development work compared to the proposal in 2.2/2.3.

	KDDI
	If we have Adapt layer above RLC first, then reversing the proposed roadmap would work as Qualcomm mentions above. However, if we have Adapt layer below RLC first, reversed roadmap may not work, since we may not be able to reuse the output of the first stage for the second stage.

	Ericsson
	Requiring support fine granularity for basic IAB operation is not motivated for the initial use cases / deployment scenarios (e.g. NSA, mmW). Adding support for extending LCID/LCG could be considered later. In our understanding, going from N:1 to 1:1, if needed, will be an easier roadmap than the other way around because the extension of LCID/LCG will enable that, while it is not completely clear to us on how the 1:1 mapping will be evolved to N:1 without a considerable standardization effort. 

Also, starting from 1:1, without the possibility to support aggregation raises several concerns such as putting limitations on how many UEs/bearers could be admitted at an IAB node because for every UE bearer admitted at an IAB node, there must be a corresponding dedicated backhaul channel on every hop. Thus, unless we extend the LCID space to a very large amount to be safe, we could end up under-utilizing the network’s capacity, as it may not be possible to admit UEs/bearers, while radio resources are still abundant, just because we run out of LCID space on the last backhaul link. 

	ZTE
	We don’t think it is a good idea to reverse the previous roadmap. From coarse granularity to fine granularity QoS support, and from simple to complex implementation seems a reasonable evolution path.  

	CATT
	We think supporting N:1 bearer mapping has less impact to the specs, and the potential benefit of 1:1 bearer mapping is unclear. I’d suggest to have 1:1 bearer mapping in the future study for further study. 

	Sequans
	The objective to support first BE service – and keep finer QoS services support for second phase seems reasonable. This seems to not align well with the reverse roadmap.

	Nokia
	As mentioned, in our proposal both can be met without delaying the release of IAB specs, so no roadmap is required.

	Verizon
	We don’t see the need of a phasing approach at the moment. We can revisit the whether a phasing approach is needed at later stage should the integrated proved to be too complicated.

	Huawei/HiSilicon
	As mentioned in 2.4 above, there is no reason to consider a roadmap, as both N:1 mapping and 1:1 mapping can be supported with the same UE-DRB adapt info. 


2.5 Unified-design proposal for CP

Please describe the CP solution for the unified design. Can one of the CP alternatives 1 to 5 be leveraged? In case multiple CP alternatives would work, which one would you prefer?

	Company
	Design description

	Qualcomm
	For UP option c and d, CP alternatives 1, 2, 3, 5 would work but we would prefer CP alt 2. For UP option e, CP alt 4 should be used. 

	AT&T
	For UP option d, we prefer CP alternative 2. 

For UP option e, we prefer CP alternative 4. 

	KDDI
	For UP option d, we prefer CP alternative 2. 

For UP option e, we prefer CP alternative 4.

	Sony
	For UP option c, CP alternative 1 and 2 are fine.

	Ericsson
	For UP option e, CP alternative 4 is a perfect match, because IP will be used to transfer both CP and UP message as native F1-AP/F1-U. 

For UP option d, we still prefer CP alternative 4, since anyway if UP option d is used there needs to be a different way to transfer CP messages to the IAB node and IP layer is perfectly suited for this. Additionally, we would like to support IP based OAM services. Using SCTP/IP for CP will have negligible impact on total load (as we have discussed in detail in R2-1814370).

	ZTE
	We support the idea that F1-AP terminates in access IAB node, so alternative 2 is preferred for further study. 

	Intel
	With UP option c, CP alternatives 1 & 2 are fine. Other UP/CP combinations  (d/e with alternative 4) need to be discussed taking into account the additional overhead and the impact of not having PDCP for F1-AP traffic.

	Kyocera
	We prefer CP alternatives 2 or 4. 

	CATT
	For UP option d, we prefer CP alternative 2. 

For UP option e, we prefer CP alternative 4.

	Lenovo&MotoM
	For UP option c or d, we prefer CP alternative 2. 

For UP option e, we prefer CP alternative 4.

	Sequans
	No strong view.

	Nokia
	The proposed approach works with CP alternatives 1, 2, 3 and 5. We would be OK to go with alternative 2.

	Verizon
	We can support the narrow down of two options in this email discussion, i.e.

1) UP based on d  +  CP based on 2

2) UP based on e  + CP based on 4.

As the majority companies point out.  However, we think it’s important further narrow down to a single option out of this meeting for a timely completion the study phase and work item phase.

	Samsung
	For CP alternatives:

· Conveying UE/MT’s RRC messages via F1AP can reuse existing F1AP as much as possible

· Encapsulating F1AP messages in RRC of the collocated MT follows the principle that SRB is used to transmit RRC message. Moreover, if the F1AP is encapsulated in RRC message, it can allow the IAB donor CU to modify the contexts of multiple UEs at the same time in some cases, e.g., when the degradation of Uu interface of one intermediate IAB node results in releasing DRBs of multiple UEs served by one IAB node.
With the above considerations, we can enhance the Alt. 2 to Alt. 2s as the following figure:
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Thus, we prefer to adopt Alt. 2s as CP design.

	LG
	For UP option c and d, CP alternative 2 is fine.

	Huawei/Hisilicon
	CP alternative 2 is preferred, as this is the only alternative among 1,2,3,and 5 that follows the current design principles of F1-AP. Thus, we think alternative 5 would have minimum impact on existing specs.

Alternative 4 has many disadvantages compared to 1,2,3, and 5, as discussed in R2-1815551. Furthermore, alternative 5 relies on protocols which are not in the domain of RAN WGs, and that were never designed to be used in the wireless multi-hop environment of IAB. We think this introduces a risk for any potential WI that is not acceptable, as it would be extremely difficult to impossible to introduce any modifications to these protocols if needed.

Furthermore, DTLS is still under discussion in SA3, even for the wired case. If we were to select alternative 4, it is doubtful that a WI for IAB could be started in Q1 2019, as we would need input from SA3 as to the suitability of DTLS for the wireless multi-hop deployment of IAB.  


2.6 Other aspects

Are there other aspects you would like to mention that have not been captured above? 

	Company
	Design description

	Qualcomm
	Presently none 

	T-Mobile USA
	1) For all the solutions above added latency under loaded conditions needs to be considered. 

2) For less than 2 IAB nodes, 1:1 mapping should be mandatory. 


3. Summary

Objectives for initial IAB release
Companies generally agree that IAB needs to support the two objectives addressed by N:1 and 1:1 bearer mapping. 

The opinions diverge on the timeline of 1:1 mapping support. Some companies believe that 1:1 mapping is needed early on, others believe it is not needed at initial rollout, while yet others believe it may even jeopardize timely availability of the first release. 

Conclusion: The WI should aim for timely availability of both mapping options in the first release.
Description of unified-design proposal for UP
Most companies propose to build on the N:1-mapping design and support 1:1 mapping by setting N=1. These proposals envision:

· UP option c, d or e

· HBH ARQ

· Addressing LCID- and LCG-space limitation for the support of 1:1 mapping.

A few companies propose to do N:1 mapping by aggregating multiple RLC-channels to the same LCH, which is an identifier mapping but not an aggregation of UE-bearers to RLC-channels, and therefore, it cannot provide the same scalability.
Conclusion: While there is agreement among most companies on the main design features we may want to reiterate the main assumptions of the unified design to avoid misunderstanding.

Roadmap of unified-design proposal for UP
Many companies propose an evolution from N:1 to 1:1. Other companies don’t see the need for such phased approach and prefer simultaneous support of N:1 and 1:1 from day one.

Conclusion: WI needs to aim for timely availability of both mapping options in the first release.

Reversing roadmap of unified-design proposal for UP
There is agreement that reversing the roadmap does either not make sense or is not necessary as both mapping options are simultaneously supported.

Conclusion: Flexibility in design evolution is not desired.

Unified-design proposal for CP
There is strong preference for CP alternatives 2 and 4. CP alternative 4 is generally associated with UP option e, i.e. IP-based adapt.

Conclusion: We may want to down-select CP alternatives to CP alt 2 and CP alt 4.

Others Aspects
Aspects such as load conditions and multi-hop latency should be considered. Further, 1:1 mapping for less than 2 IAB-nodes is proposed.
Proposals derived from discussion
The following proposals are derived from this discussion:
Proposal 1: The IAB architecture should support many-to-one and one-to-one bearer mappings in a unified design since both mapping option provide benefits in different deployment and traffic scenarios.
Proposal 2: For many-to-one mapping, many UE-bearers are multiplexed to one BH RLC channel, while for one-to-one mapping, UE-bearer-specific QoS is supported on each BH link.
Proposal 3: The unified design allows to mix many-to-one and one-to-one bearer mappings, where some UE-bearers are aggregated to a single RLC-channel while others UE-bearers each have their own RLC-channel.
Proposal 4: The unified design supports hop-by-hop ARQ for RLC AM mode.
Proposal 5: The unified design addresses LCID-space and LCG-space limitations to support fine-granular QoS for a sufficiently large number of bearers.
Proposal 6: The WI should aim for a deployable IAB system with both bearer mapping options for Rel.16.
4. Conclusion

Based on the offline email discussion on unified design for IAB architecture 1a, the following proposals have been made:
Proposal 1: The IAB architecture should support many-to-one and one-to-one bearer mappings in a unified design since both mapping option provide benefits in different deployment and traffic scenarios.
Proposal 2: For many-to-one mapping, many UE-bearers are multiplexed to one BH RLC channel, while for one-to-one mapping, UE-bearer-specific QoS is supported on each BH link.
Proposal 3: The unified design allows to mix many-to-one and one-to-one bearer mappings, where some UE-bearers are aggregated to a single RLC-channel while others UE-bearers each have their own RLC-channel.

Proposal 4: The unified design supports hop-by-hop ARQ for RLC AM mode.
Proposal 5: The unified design addresses LCID-space and LCG-space limitations to support fine-granular QoS for a sufficiently large number of bearers.
Proposal 6: The WI should aim for a deployable IAB system with both bearer mapping options for Rel.16.
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6. Text proposal

The following changes to TR 38.874 are proposed:

********* Start of Change **********
8.x Unified design for architecture group 1

The IAB architecture should support many-to-one and one-to-one bearer mappings in a unified design since both mapping option provide benefits in different deployment and traffic scenarios.
For many-to-one mapping, many UE-bearers are multiplexed to one BH RLC channel, while for one-to-one mapping, UE-bearer-specific QoS is supported on each BH link.
The unified design allows to mix many-to-one and one-to-one bearer mappings, where some UE-bearers are aggregated to a single RLC-channel while others each have their own RLC-channel.

The unified design supports hop-by-hop ARQ for RLC AM mode.
The unified design addresses LCID-space and LCG-space limitations to support fine-granular QoS for a sufficiently large number of bearers.
The WI should aim for a deployable IAB system with both bearer mapping options for Rel.16.
********* End of Change **********
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