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1. Introduction
A new Study on NR Industrial Internet of Things was agreed in [1] was approved, including the following objectives:
1) L2/L3 enhancements:

a) Data duplication and multi-connectivity enhancements, including (RAN2/RAN3):

i) Resource efficient PDCP duplication e.g. coordination between the nodes for PDCP duplication activation and resource efficiency insurance, avoiding unnecessary duplicate transmissions etc.
During NR WI in Rel-15, an issue related to BSR operation with CA packet duplication was raised. Due to this issue, in CA duplication, the UE does might not send a regular BSR upon arrival of new data to be transmitted in one of the duplicated leg (contrary to DC case, where it would send such a BSR).

However, this issue was hardly discussed, and the following was agreed in RAN2#102:
· In R15, we rely on current BSR triggering mechanisms, e.g. BSR for new data, periodic BSR etc. Remove FFS on BSR triggering for CA duplication. 
In our view, since the NW does not have timely BSR information, the only solution so far is for the NW to pre-allocate UL resources just in case of new data arrival. It is highly non-resource efficient; hence we propose to come back on this issue within this SI.

2. Discussion
2.1. Issue with CA duplication and regular BSR trigger
Regular BSR triggering
The legacy principle for regular BSR (triggered upon new data arrival), which is reused in NR, is that a regular BSR should be triggered when there is new UL data available for a higher priority LCH, compared to the priority of LCH already containing available UL data (only LCHs mapped on a LCG are considered). The data available for a LCH can be buffered in RLC and/or PDCP.

Duplication operation

Duplication is activated for reliability and/or latency purpose, typically for URLLC service. This is the case when a single leg (equivalently corresponding CC(s) in case of CA duplication) may not be reliable enough, for instance due to temporary blockages when using high frequency. 

A relatively common (expected) use case hence is that one of the leg (CCs) may encounter temporary blockage, leading to residual old (duplicate) data remaining temporary buffered.
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Figure 1
Issue description (one bearer)
When CA duplication is configured, initial and duplicated LCHs are assumed to have same priority. Considering CA duplication is activated with LCs mapped on CC A and CC B, assuming that CC A experiences a temporary blockage, old data on CC A would then prevent regular BSR triggering upon new data arrival, even if the duplicate leg on CC B is perfectly operational (see Figure 1, left side). 
Issue description (multiple bearers)
The issue is even worse in case multiple bearers are used. RAN2 has agreed to support duplication for up to 8 DRBs in parallel. Assuming RB 1 and RB 2 are activated, for instance with RB 1 having same or higher priority than RB 2, then new data from RB 2 would not trigger BSR whatever the old data buffered on CC A (from RB 1 or RB 2), even if the duplicate leg on CC B is perfectly operational (see Figure 1, right side).

The “old data” on CC A does not even have to come from a duplicated bearer – it will block BSR triggering for RB 2 as long as the priority of the corresponding LCH is equal or higher than the priority of RB 2.

Consequences

No BSR triggering (on CC B in the example) means no SR triggered, and delayed scheduling of the new data, unless the NW pre-allocateq UL grants, as described in Figure 2.
Observation 1: A regular BSR might not be triggered upon new UL data arrival for a RB in CA duplication even when one of the CC group (to which LCH is mapped) is empty (or has only lower priority data buffered).

Observation 2: NW needs to pre-allocate UL grants which is not resource efficient
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Figure 2
2.2. Why do we have this issue?

First, as a reminder, packet duplication was initially meant for URLLC services, with the following expectation:
“With two independent transmission paths, packet duplication therefore increases reliability and reduces latency and is especially beneficial for URLLC services.”  (from 38.300 v15.0.0).
Both DC duplication and CA duplication are supported, but it was never expected/assumed that there could be significant difference in behavior.
· For DC duplication, there is no such issue, because 2 separate MAC entities are used. BSR triggers on each MAC entity are independent.

· For CA duplication, it was discussed whether a single or separate MAC entities would be required. It was argued that with CA, LCH restrictions can handle transmission on different TBs, so a single MAC entity was enough. Unfortunately, the latency aspect (linked to BSR/SR triggering) was not considered when taking that decision.

Observation 3: The issue is related to using a single MAC entity, and does not exist in DC

2.3. Way forward

We propose that RAN2 (re)considers this issue as part of enhancing PDCP duplication resource efficiency.
Proposal 1: Agree on the resource inefficiency issue of CA duplication and aim to find a solution as part of the SI

3. Conclusion 

In this contribution, we make the following observations and proposals:

Observation 1: A regular BSR might not be triggered upon new UL data arrival for a RB in CA duplication even when one of the CC group (to which LCH is mapped) is empty (or has only lower priority data buffered).
Observation 2: NW needs to pre-allocate UL grants which is not resource efficient
Observation 3: The issue is related to using a single MAC entity, and does not exist in DC
Proposal 1: Agree on the resource inefficiency issue of CA duplication and aim to find a solution as part of the SI
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