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Introduction

[bookmark: _Ref462918989]The issues regarding to the IAB flow control and congestion handling were discussed in RAN2#103 and several agreements were made as follows [1]. 
FFS if Flow control mechanism is not considered for the uplink data congestion problem (as the current transmission/scheduling mechanisms provide per hop “flow control”).
Flow control mechanism should be considered for the downlink data congestion problem.
Study further both end-to-end flow control (CU – Access DU or CU - Congested Node FFS) and hop-by-hop flow control for the downlink data congestion problem.
Downlink data congestion problem could be handled by a parent IAB node or the IAB donor with feedback reporting from the congested IAB nodes.

Based on the discussion and the above agreements, an email discussion ([103#37][IAB] TP for IAB Flow Control (LG)) was initiated in RAN2 in order to come out with the agreeable TP [2] that guides people to investigate further on the IAB flow control mechanism. In this paper, we dive into the solution part and discuss the possibility to resolve the IAB congestion problem utilizing the existing RLC AM mechanism.
[bookmark: _Ref178064866]Discussion
During the online discussion in RAN2#103, most of the companies agreed the downlink congestion problem is a serious problem and need to be solved by using some “explicitly backpressure mechanism”. The explicitly backpressure mechanism from our understanding is the mechanism allowing the congested node to report the problem to its parent node or to the root node by using some higher layer (e.g., F1-AP or F1-U) signaling. Based on the report the parent node or the root node will adjust the amount of the outgoing traffic toward the congested node. It is true the explicitly backpressure mechanism is able to alleviate the PDU loss and the buffer overflow in the congested node. However, if the mechanism needs to rely on sending buffer status reports through higher layer signaling, the overheads could be significant as the report needs to be sent very frequently to reflect the latest status of the Layer 2 buffer. If the report is per UE traffic the overheads will become even more significant.
Observation 1: The signalling overheads for reporting the buffer status could be significant in the F1-U based flow control mechanism.
In the outcome TP of the email discussion [2], it is mentioned that the end-to-end ARQ can address packet discard by intermediate IAB nodes due to downlink data congestion. We also share similar view as the E2E ARQ maintains the ARQ window (= RLC AM window) which can refrain the Tx side from sending PDUs once the ARQ window is full. In addition, the E2E ARQ provides the feedback mechanism for the Rx to possibly inform the congestion situation to the Tx without inducing additional overheads.
E2E ARQ itself already provides the minimum level of flow control, as the end-node Tx side maintains an ARQ window which slides according to the acknowledgement received from the end-node Rx side. If there is any buffer overflow caused by congestion along the route, the Rx side will not be able to send the acknowledgment for certain PDUs to the Tx side. As a result, the ARQ window stalls and the Tx side will not keep sending new PDUs. For instance, if the ARQ window size is 10 as shown in Figure 1, the Tx side may send out 10 PDUs (SN11 to SN20) and toggles the polling bit in the last PDU. Due to the congestion and buffer overflow, the Rx side receives only SN11, SN13 and SN20 and therefore sends the acknowledgment for these three PDUs only. The Tx side receiving the acknowledgement slides the ARQ window by one only, so now the upper edge of the ARQ window becomes SN21. In the next round, only SN21 will be sent from the Tx side as the new PDU.


Figure 1. ARQ window sliding and PDU transmission/retransmission.

Observation 2: E2E ARQ provides very basic flow control which is able to mitigate the impact caused by the IAB congestion.
Although the new PDUs are refrained from being transmitted in the above example, the number of PDU transmission (new transmission + retransmission) is still high in the second round as the ARQ window size still remains the same. As a result, the congestion is still not relieved and these PDUs may still not reach the destination due to buffer overflow. Therefore, some enhancement may be required to enable the full flow control feature in the E2E ARQ mechanism. For instance, one can make the ARQ window dynamic in size, and the actual ARQ window size is adjusted based on the ARQ feedback received at the Tx side. More specifically, the Tx side first starts with an initial ARQ window, and then the Tx side can double the actual ARQ window after receiving several continuous ACK for the PDUs it sent. The actual ARQ windows growing in this way cannot exceed the maximum ARQ window. On the other hand, if continuous NACKs are detected by the Tx ARQ, the Tx ARQ can reduce the actual ARQ window size by half.
Proposal 1: RAN2 consider E2E ARQ as one of the flow control mechanisms, and further study if there is a need to further enhance the E2E ARQ for flow control purpose.
On the other hand, no matter whether the ARQ mechanism can be considered as one of the flow control options, at least the ARQ feedback should be considered as an implicit indication indicating the IAB congestion situation. For the E2E flow control mechanism, Hop-by-Hop ARQ feedback may provide further information to pin point at which location the congestion is occurring. For the HBH flow control mechanism, E2E ARQ feedback may provide further information to indicate which UE traffic or which type of traffic is congested.
Proposal 2: ARQ feedback can be used implicitly as the flow control feedback. 

Conclusion
In this paper, we discuss and analyse the RRC behaviour for terminating the on-going SI request procedure before receiving the acknowledgement from MAC, and have the following observation. 
Observation 1: The signalling overheads for reporting the buffer status could be significant in the F1-U based flow control mechanism.
Observation 2: E2E ARQ provides very basic flow control which is able to mitigate the impact caused by the IAB congestion.
Based on the observation, RAN2 is kindly asked to discuss and approve the following proposals. 
Proposal 1: RAN2 consider E2E ARQ as one of the flow control mechanisms, and further study if there is a need to further enhance the E2E ARQ for flow control purpose.
Proposal 2: ARQ feedback can be used implicitly as the flow control feedback.
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