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Introduction

Flow control for IAB was discussed as part of an email discussion prior to RAN2#103 [1] and during RAN2#103 [2]. There is general desire to somehow address flow control on the downlink. However, as is evident from the email discussion on this topic following RAN2#103, there are questions about the purpose of flow control and the methods that can be used for flow control. 
In this contribution we first clarify the reasons for having flow control. We analyse the hop-by-hop flow control mechanism and illustrate its shortcomings. We also discuss options for end-to-end flow control, including an approach that includes properties of hop-by-hop flow control.
Discussion
Both NR and LTE are based on the principle of providing loss-less data delivery, even at handover. Specifically the PDCP layer, with appropriate configuration of RLC, MAC and PHY, can ensure that packets are delivered in order and packets lost at lower layers are recovered before providing them to the higher layers. 

The idea in making sure PDCP is loss-less is to provide a radio network that ensures that any lost packets are recovered within the boundaries of the radio network, thus minimizing any impact to higher layers. If PDCP is lossy, TCP packets carried over PDCP would need to undergo retransmissions between the TCP end-points, which could then traverse the core network. 

An IAB network is a multi-hop extension of the conventional NR radio network for the purpose of improved coverage and data rates. Thus, a loss-less PDCP protocol is expected even in an IAB network. 

The PDCP end-points in an IAB network are at the UE and at the CU of the IAB donor. The intermediate nodes have a protocol stack that terminates at the RLC layer and they do not have PDCP functionality. Given that the intermediate nodes have buffers, buffer overflow at intermediate nodes is a possibility, unlike in conventional networks. Flow control has to minimize the possibility of such buffer overflow at intermediate nodes.
Figure 1 shows an example IAB network with 5 IAB nodes. Downlink traffic from 3 users are routed through the network. Users 1 & 2 are attached to node5, and user 3 is attached to node4. User1’s traffic is routed through nodes 4, 2 and 1. User2’s traffic is routed through nodes 4, 3 and 1. User3’s traffic is routed through nodes 2 and 1.
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Figure 1: Downlink congestion scenario

When there is congestion at node4, due to deterioration of the node4(node5 link, node4’s buffer is likely to overflow. At this point, node2 and node3 are unaware of the congestion scenario at node4. It has been suggested [1]

 REF _Ref525639273 \r \h 
[3] that an indication from node4 to node2 and node3 (i.e., an indication from an IAB node to its parents) indicating that node4 is congested, is needed. This would then allow node2 and node3 to deliver less data to node4, mitigating the risk of buffer overflow at node4. This approach is referred to as hop-by-hop flow control.
The hop-by-hop flow control just moves the congestion point by one hop. That is, in response to the indication from node4, node2 and node3 deliver less data to node4. However, the inbound data-stream to node2 and node3 (from node1) is unchanged. Data for UEs 1 and 2 continues to enter the network even when node4 is congested. Eventually buffers at node2 and node3 approach buffer overflow conditions and one more hop of the hop-by-hop flow control is triggered. Variations in data rates during this slow hop-by-hop process can easily cause packet drops at the intermediate nodes.
Observation 1: Hop-by-hop flow control slowly moves the congestion point by single hops and can take a long time before the source of the data reduces the data rate. This can result in packet drops at intermediate nodes due to variation in data rates. 
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Figure 2: Route change scenario

The hop-by-hop flow control approach can also have significant implications for route change. Consider the scenario in Figure 2 with UEs connected to an IAB network via several IAB nodes. Due to a link signal degradation between nodes 6 and 8, node 6 experiences congestion and its buffer approaches overflow. Hop-by-hop flow control is triggered. Meanwhile, data for the UEs attached to node 8 is still injected into the network by the IAB donor. Upon further degradation of the link, a radio link failure is declared at node 8, requiring a handover. At this point, alternate routes to the UEs attached to node 8 may need to be established. This may be accomplished by a combination of handover of some UEs to a different serving node or handover of node 8 to an alternate parent node. While the UEs and IAB nodes are trying to perform connection reestablishment, the IAB donor still continues to inject data into the network for the UEs. For example, the IAB donor is unaware of the congestion at node 6 or the RLF at node 8 and continues to transmit data for UEs attached to node 8. 
The continued injection of data along a route where the UE is no longer accessible, causes wastage of resources in addition to potential buffer overflows at the intermediate nodes. Furthermore, to ensure loss-less PDCP behaviour, unacknowledged packets will need to be retransmitted by the IAB donor. The route change itself can result in very different routes compared to the routes before. For example, for some of the UEs the new route may traverse nodes 2, 5 and 7 instead of nodes 1, 4 and 6.
Observation 2: Route change scenarios due to radio link problems in an IAB network can lead to risk of buffer overflows and wasted transmissions of packets.
In summary, when congestion occurs, the node generating the traffic in the IAB network should stop or reduce the injection of data towards the congested node. In this case, when congestion is observed at node 6, the IAB donor should reduce the injection of data destined for node 6 (i.e., data for UEs attached to node 8 and node 6). This can be considered end-to-end flow control, in which the end points are the IAB donor and the congested node. 
Observation 3: End-to-end flow control, in which the end points are the IAB donor and the congested node, can react to the congestion and reduce the data rate faster than hop-by-hop flow control.
Proposal 1: RAN2 should agree that end-to-end flow control is essential.

While it is clear that end-to-end flow control is necessary, informing intermediate nodes of the congestion can have some additional benefits. Specifically, given that any messaging for end-to-end flow control goes over multiple hops to the IAB donor, in-flight data along the route continues to flow into the congested IAB node from until the IAB donor reduces or stops the relevant flows. If the intermediate nodes become aware of the congestion downstream, they can immediately limit the data transmitted toward the congested node.
Observation 4: In addition to end-to-end flow control, informing intermediate nodes of the congestion can enable the intermediate nodes to limit data transmitted towards the congested node.

Two main options are available for enabling the end-to-end flow control:

· Through F1 interface: Given that each IAB node is connected to the IAB donor via an F1 link, a message over the F1 interface can be used to indicate the congestion. For example, the Downlink Data Delivery Status message carried in the F1 protocol can be extended to indicate congestion at an IAB node and the UE bearers that are affected.

· Adaptation layer message: A congestion indication message can be defined at the adaptation layer. An IAB node that is experiencing congestion generates the message including information about which UE bearers are affected by the congestion. It delivers the message to its parent node. The message is routed through the network by each IAB node to reach the donor IAB node. Note that this is different from what is described as hop-by-hop flow control above. With hop-by-hop flow control, an intermediate IAB node waits until it observes congestion/buffer overflow before sending a congestion indication to its parent.
The latter option has the benefit of enabling both end-to-end flow control and informing the intermediate nodes of the congestion. 
Proposal 2: RAN2 should discuss the options for end-to-end flow control:

· The F1-AP based approach which provides to the IAB donor an indication of the congestion; and

· The adaptation layer approach which provides to the IAB donor and intermediate nodes an indication of the congestion. 
Conclusion

We have discussed the motivation for downlink flow control in an IAB network and analysed the effect of the hop-by-hop flow control scheme. Our analysis shows that end-to-end flow control is necessary. However it can be defined in a manner that allows the goals of hop-by-hop flow control to be met. Our observations and proposals are below.
Observation 1: Hop-by-hop flow control slowly moves the congestion point by single hops and can take a long time before the source of the data reduces the data rate. This can result in packet drops at intermediate nodes due to variation in data rates. 

Observation 2: Route change scenarios due to radio link problems in an IAB network can lead to risk of buffer overflows and wasted transmissions of packets.

Observation 3: End-to-end flow control, in which the end points are the IAB donor and the congested node, can react to the congestion and reduce the data rate faster than hop-by-hop flow control.
Proposal 1: RAN2 should agree that end-to-end flow control is essential.

Observation 4: In addition to end-to-end flow control, informing intermediate nodes of the congestion can enable the intermediate nodes to limit data transmitted towards the congested node.

Proposal 2: RAN2 should discuss the options for end-to-end flow control:

· The F1-AP based approach which provides to the IAB donor an indication of the congestion; and

· The adaptation layer approach which provides to the IAB donor and intermediate nodes an indication of the congestion. 
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