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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the last RAN2#103 meeting, some consensus about IAB bearer mapping and QoS handling had been reached and captured in TR38.874 based on [1-2]. In this paper, we continue to discuss detailed QoS handling procedure and QoS parameter issues and give our preference.
Bearer mapping
In the last RAN2 meetings, both one-to-one mapping and many-to-one mapping between UE bearers and BH RLC-channels were agreed to be two options on bearer mapping in IAB node. The followings provide a comparison of these two mapping from several aspects:
· Number of logical channels in BH link
For one-to-one mapping, number of logical channels in BH link will be increased rapidly which depends on the number of established UE DRBs.
For many-to-one mapping, number of logical channels in BH link should follow the limitation of Uu interface. In other words, it does not need to be extended because UE DRBs with similar QoS characteristics or transmission requirement will be aggregated into same BH logical channel.
· MAC data PDU format in BH link
For one-to-one mapping, MAC data PDU format will be re-designed to apply for extended logical channel number. But the total number of logical channels is related to the number of accessing UEs and downstream IABs. The total number of logical channels may not be easy to decide because accessing situation of each IAB will be very diverse. It is difficult to give a suitable limitation. If the maximum number of logical channels in BH may be optional or dynamic, the complexity of specification and IAB implementation will be highly increased. 
For many-to-one mapping, legacy MAC data PDU format should be reused. No further complexity of specification or implementation is needed.
· BSR in BH link
BSR is based on each LCG. The total number of LCGs will be similar for the two mapping options because even in one-to-one mapping UE QoS characteristics types may not change and multiple UE bearers can be mapped to the same LCG. Hence BSR format in BH may re-use legacy one in two options.
But from the perspective of LCGs configuration, one-to-one mapping will have more complex signaling format than many to-one mapping because of large number of logical channels.
· LCP in BH link
For one-to-one mapping, LCP may have some impact because LCP in BH is per UE bearer level. In order to guarantee the fairness between UEs with different paths or different hop count, LCP procedure will at least be enhanced to consider these conditions, e.g. hop count or remaining delay budget. The complexity will be increased and the effect is based on IAB algorithm.
For many-to-one mapping, legacy LCP procedure should be reused. No further complexity of specification or implementation is needed.
· QoS guarantee and fairness
It seems that one-to-one mapping may give better QoS guarantee and fairness among UEs with different paths because of its finer granularity in BH link bearers. But scheduling algorithm in DU part of parent IAB and LCP procedure in MT part of child IAB can only have limited information, e.g. only this hop’s situation, but not the whole UE path or other paths information. Scheduling and LCP adjustments based on these limited information will not be accurate. And these dynamic adjustments will introduce high complexity of IAB node.
On the contrary, many-to-one mapping can base on whole UE path and whole system information to semi-statically adjust mapping relationship and QoS related parameters. This will guarantee not only UE’s QoS requirement and fairness but also low complexity and compatibility of specification and implementation. 
In summary, a comparison table between one-to-one mapping and many-to-one mapping is given as following:
	
	One-to-one mapping
	Many-to-one mapping

	Number of logical channels in BH link
	Extension required.
	No impact.

	MAC data PDU format in BH link
	Re-designed for extended LCH number.
Maximum number is difficult to be decided because of various IAB situations.
	Reusing legacy MAC PDU format

	BSR in BH link
	Depends on whether the maximum value of LCG ID is extended or not.
	No impact.

	LCP in BH link
	LCP in BH is per UE bearer level.
	No impact

	QoS guarantee and fairness
	Finer granularity in BH link bearers.
But algorithms are complex and reference information is incomplete.
	Base on complete information to semi-statically adjust mapping relationship and parameters for QoS guarantee and fairness.



Observation1: many-to-one mapping between UE bearers and BH RLC-channels can guarantee not only UE’s QoS requirement and fairness but also low complexity and compatibility of specification and implementation.
Proposal1: RAN2 to choose many-to-one mapping between UE bearers and BH RLC-channels and not to extend the number of logical channels in BH link.
QoS and mapping configuration
When support many-to-one mapping between UE DRBs and BH RLC channels, two solutions are possible for bearer mapping decisions and configuration.
Solution1: Centralized bearer mapping:
In this solution, the IAB donor decides all the bearer mappings. The IAB donor sends the bearer mappings and QoS related parameters to all intermediate IAB nodes. DL bearer mappings and DL QoS parameters (e.g. scheduling parameters etc.) can be sent via F1-like interface to DU part of parent IAB nodes and UL bearer mappings and UL QoS parameter (e.g. LCP parameters etc.) can be send via RRC signaling to MT part of child IAB nodes. Legacy procedures can be reused as much as possible.
When a new UE bearer is setup or released, the CU can add or modify the mapping between UE bearer and IAB RLC-channel and also update the related QoS parameters (e.g. at least the GFBR or PBR for non-GBR services should be taken into account) for the related IAB RLC-Channels.
There are two sub-branches:
· Alt1: Donor informs mapping between UE bearers and each IAB RLC-channels;


Figure 1 Centralized bearer mapping Alt1
· Alt2: Donor informs mapping between UE bearers and access IAB RLC-channels or mapping between child IAB RLC-channels and parent IAB RLC-channels.



Figure 2 Centralized bearer mapping Alt2
Alt1 is more flexible and uniform for all bearer mapping, which does not distinguish access IAB and other intermediate IAB. And if each packet carries information of UE bearer in its adaptation header, there is no problem to map this packet to the right IAB RLC-channel. The advantage of Alt2 is to map between RLC-channels directly and just saves processing overhead of header inspection in some UL cases.
Solution2: Distributed bearer mapping:
In this solution, the bearer mapping decisions are made by intermediate IAB nodes separately. IAB donor sends QoS information of UE DRBs and IAB RLC-channels to the related intermediate IAB nodes. And each intermediate IAB node decides the mapping based on these QoS information.
When a new UE bearer is setup or released, the donor needs to update the related QoS parameters (e.g. at least the GFBR or PBR for non-GBR services should be taken into account) for the related IAB RLC-channels.  Then the donor sends the updated QoS parameters to all the related IAB nodes.


Figure 3 Distributed bearer mapping

From the perspective of function, mapping configuration and QoS parameter management are all L3 function. IAB node is a L2 entity. Hence it is more reasonable that mapping and QoS management is controlled by the donor L3. Furthermore, legacy F1 procedure and RRC signaling can be reused as much as possible. Secondly, from point of signaling overhead, centralized bearer mapping will not introduce obvious signaling overhead increasing. Distributed bearer mapping is also based on the QoS parameter update. When a new UE is added or released, QoS parameter update signaling is also needed. Compared to distributed bearer mapping, centralized mapping just needs some mapping update information accompanied with the above QoS parameter update signaling. The overheads are similar. 
Based on the above analysis, the centralized per-UE bearer mapping is more feasible, which is also helpful for the fast re-routing after BH RLF.
Proposal2: The IAB donor decides and informs the bearer mapping between UE DRBs and IAB RLC-channels to all related IAB nodes.
QoS and Delay budget handling
Based on the above sections, it is the IAB donor to be responsible for bearer mapping decision and QoS parameters management. In NR, QoS related parameters include the followings:
· UE AMBR: DL AMBR can be controlled in the donor and UL AMBR can be controlled in the access IAB;
· Allocation and Retention Priority: Configuration of ARP parameter to IAB nodes depends on whether IAB nodes need to perform bearer level handling or not in the case of resource limitations, e.g. admission control, congestion control, etc;
· 5QI: Including resource type (GBR or Non-GBR), priority level, packet delay budget, packet error rate, averaging window, maximum data burst volume. These parameters can be carried in F1* signaling and LCP parameters similar with legacy procedure;
· Reflective QoS Attribute: RQA is not needed in IAB nodes because it is just used in SDAP layer;
· GBR Information: can be carried in F1* signaling and LCP parameters similar with legacy procedure;
Among them, packet delay budget (PDB) is a parameter related to maximum tolerable transmission delay. The value of PDCP discard timer is usually set based on PDB minus the delay of wired network, which means that if the packet is scheduled longer than the expected PDB requirement, expired packets will be discarded. In an IAB network especially a multi-hop case, transmission delay is usually longer than legacy one-hop network. It is worth discussing whether discard timer information needs to be delivered to intermediate IAB nodes for some discarding decision. In our understanding, transferring rest delay budget hop-by-hop may have some gains in buffer management and resource efficiency improvement. But the cost is to carry time information in every packet, e.g. timestamp of arriving PDCP or the rest of delay budget etc. Timestamp needs to carry a precise absolute time in header of packet. The rest of delay budget can reduce header overhead but introduce complexity of calculating the rest value. These solutions will introduce big overhead or complexity compared to the limited benefits.
Observation2: Delivering delay budget information will introduce big overhead or complexity compared with its benefits.
Conclusion
According to the analysis in the above sections, we have following observations and proposals:
Observation1: many-to-one mapping between UE bearers and BH RLC-channels can guarantee not only UE’s QoS requirement and fairness but also low complexity and compatibility of specification and implementation.
Observation2: Delivering delay budget information will introduce big overhead or complexity compared with its benefits.

Proposal1: RAN2 to choose many-to-one mapping between UE bearers and BH RLC-channels and not to extend the number of logical channels in BH link.
Proposal2: The IAB donor decides and informs the bearer mapping between UE DRBs and IAB RLC-channels to all related IAB nodes.
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