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1 Introduction
As discussed in previous meetings, hop-by-hop RLC ARQ may result in data loss when IAB topology is changed. Three mechanisms were proposed to address this problem [1].
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 After sufficient discussions offline and via e-mail, a plethora of solutions, which can be categorized into the previous three types were proposed and summarized in [2]. We will provide some additional analysis about the candidate solutions for E2E reliability in hop-by-hop RLC ARQ. 
2 Discussion
1.1 Analysis on mechanisms for ensuring E2E reliability using hop-by-hop ARQ mode
A) Modification of PDCP protocol/procedures 
As listed in [1], four solution branches (A-1, A-2, A-3, A-4) based on mechanism A) have been proposed by different companies. Among the 4 branches, it is obvious that the only detailed difference between these is how to trigger the retransmission of PDCP PDUs which haven't been acknowledged by the receiving PDCP entity. The common point of these 4 branches is that the UE should retransmit all the unacknowledged PDCP PDUs according to the received PDCP status report, as long as these PDUs haven't been discarded due to discard timer expiration. Thus, when performing PDCP retransmission, the UE needs to ignore indication from lower layers about whether the successful transmission of these PDUs have been confirmed by the lower layers (RLC). Obviously, all the solutions based on the mechanism A) are not backwards compatible with Rel-15 UEs, which defies the objectives of this study item to “support of legacy NR UEs”.  
Observation 1: All the solutions based on the mechanism A) are not backwards compatible with Rel-15 UEs. This defies the objectives of the study item to “support of legacy NR UEs”.
B) Rerouting of PDCP PDUs buffered on intermediate IAB nodes 

Based on mechanism B, two solutions are proposed to enable the reliable transmission depending on the last unchanged IAB node in the new route, and without involving the UE. The advantage of not involving the UE is of course ensuring backward compatibility with Rel-15 UEs. 
The first approach which is denoted as B-1 relies on an Adaptation layer status report (data delivery status) to indicate which PDCP PDUs have been successfully received by the end node, which has the receiving PDCP entity (i.e. UE for downlink transmission, and IAB donor for uplink transmission). Thus, each intermediate IAB node between UE and IAB donor, an Adaptation layer buffer is necessary. In addition, each IAB node should keep every previous PDCP PDU in its Adaptation layer buffer, until this PDU has been confirmed as successfully received by the end node (UE or IAB donor). 
Consequently, with mechanism B-1, the afore-mentioned Adaptation layer status reports should be sent from the end nodes (UE or IAB donor), and propagated to every IAB node in the forwarding path. This will cause considerable signalling overhead since such status report should be generated and sent routinely. Furthermore, it can be deduced that a trade-off should be considered between the required size of adaptation layer buffer and the frequency of sending adaptation layer status reports, i.e. either the required buffer size of the IAB node’s adaptation layer is large enough to store a huge number of the previous forwarded PDCP PDUs, or the adaptation layer status report must be sent very frequently.
Observation 2: For mechanism B-1, the trade-off between the required adaptation layer buffer size and the frequency of sending adaptation layer status report should be considered, i.e. either the buffer of the IAB node’s adaptation layer should be configured large enough to store a great number of the previously forwarded PDCP PDUs, or the adaptation layer status report must be sent very frequently.
For mechanism B-2, based on the description in [2], it seems that the last IAB node will hold all UL RLC SDUs until they have been Acked by the next hop node. In the case of topology change (e.g. due to a RLF) each IAB node which is no longer in the new path, will forward buffered RLC SDUs through a new path towards the donor (i.e. via a new next hop node). Thus mechanism B will introduce additional specification functions and impact for the adaptation layer, e.g. buffering function as well as packet discard indications, discard timers, etc.
However, for both B-1 and B-2, the lossless delivery of UL data cannot be guaranteed, since it is possible that the last unchanged IAB node may not have all RLC SDUs which haven’t been received by IAB donor, or the last unchanged IAB node does not have a path to the IAB donor (e.g. in the case that UE switches to another IAB node). 
For example, as shown in the Figure 1-case 1, IAB node A will be an isolated node after the topology change. Then for uplink transmissions, some RLC SDUs have been Acked by IAB node A, but haven’t been successfully transmitted to the donor DU.  These would be lost as the last unchanged IAB node B doesn't have these SDUs anymore. Indeed, it is possible that if the link between IAB node A and IAB node B does not failed, IAB node A can send these RLC SDUs back to IAB node B, and then IAB node B forward these RLC SDUs towards IAB donor over the new route. However, such roundabout forwarding will result in more latency and the waste of backhaul bandwidth. In another example shown in Figure 1-case 2, the UE is the last unchanged node in the new route. Therefore, the retained RLC SDUs in IAB node A and IAB node B, which are locates on the old route will be lost also. 

[image: image2.emf]CU

DU

IAB donor

IAB node A

CU

DU

IAB donor

IAB node A

UE

UE

IAB node B

IAB node D

IAB node C

IAB node C

IAB node D

IAB node B

Case 1.

Case 2.


Figure 1. Examples of IAB topology change
Observation 3: For mechanism B, lossless UL data delivery cannot be guaranteed in some scenarios, and it entails additional specification impacts and more functions be defined for the adaptation layer, e.g. buffering function as well as packet discard indications and timers, etc.
Observation 4: In some scenarios, mechanism B requires the downstream IAB nodes in the old route to send some packets back to upstream IAB nodes. Such roundabout UL data forwarding, which will result in more latency and waste of backhaul bandwidth.
C) Introducing UL status delivery 

Two solutions are proposed for mechanism C, both of them depend on delaying RLC ACKs from the access IAB node to the UE until the corresponding RLC SDUs have been confirmed as being successfully received by the IAB donor. As shown in Figure 2, the only difference between the C-1 and C-2 is how the UL status is sent in backhaul link. With C-1, the IAB donor indicates its successful reception in an end to end manner towards the access IAB node. While with C-2, the UL status delivery is forwarded hop-by-hop in a strictly sequential order from the IAB donor to the access IAB node. 
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Figure 1. Example about the UL status in backhaul 
Thus the number of the hops between the access IAB node and the IAB donor will impact the RLC window size at UE. More hops will result in larger window size since the experienced RTT (round trip time) in UE’s RLC layer is increasing as the number of hops. In other words, the hop count will be limited by end-to-end latency, which is similar to the E2E ARQ solution. Therefore, one of the main advantages of the hop-by-hop ARQ approach, i.e. the “hop count is not affected by max window size” [1] will not be valid with this mechanism. If mechanism C is adopted for hop-by-hop ARQ mode, the impact of “hop count limitation due to RLC parameters” will be the same as for E2E ARQ, or more likely will be more severely limited than for E2E ARQ, since the RTT of the hop-by-hop ARQ approach is likely to be larger than for E2E ARQ, due to hop-by-hop segmentation/reassembly, buffering, and ARQ feedback. 
Furthermore, for mechanism C-2, considering that the traffic of multiple UEs may be multiplexed into a same backhaul RLC channels, the RLC feedback from parent node to child node over the backhaul channels should include the feedback for multiple UEs. Thus the RLC ACKs for a given UE may be delayed due to some other UE’s RLC SDUs having not been confirmed by some common parent node in backhaul path. 
Observation 5: If mechanism C is adopted for hop-by-hop ARQ mode, one of the main advantages of the hop-by-hop ARQ, i.e. the “hop count is not affected by max window size” will no longer be valid.
Observation 6: For mechanism C-2, the RLC ACKs for a given UE may be delayed due to some other UE’s RLC SDUs having not been confirmed by some common parent node in backhaul path.
Based on the previous analysis, a brief summary of the proposed solutions for end-to-end reliability with hop-by-hop ARQ is given in the following table. It is obvious that all three solutions have some drawbacks. 
Table 1. Summary of proposed solutions for end-to-end reliability with hop-by-hop RLC ARQ 
	Solutions 
	A)
Modification of PDCP protocol/procedures
	B)
Rerouting of PDCP PDUs buffered on intermediate IAB nodes
	C)
Introducing UL status delivery

	Pros 
	E2E reliability is ensured.
	No impact to Rel-15 UEs
	No impact to Rel-15 UEs, E2E reliability is ensured.

	Cons 
	Backward compatibility towards Rel-15 UEs cannot be guaranteed.
	B-1: large adapt buffer size in each IAB node, or the signalling overhead of adaptation status will be large.
B-1 and B-2: lossless UL data delivery cannot be guaranteed, Roundabout UL data forwarding will result in more latency and the waste of backhaul bandwidth
	Loss of some advantages for the hop-by-hop ARQ compared to end-to-end ARQ.

C-2 will result in some cross impacts from delayed RLC ACKs between multiplexed UEs.


Proposal 1: RAN 2 should consider the previous analysis when discussing the E2E reliability guarantee in hop-by-hop ARQ mode.
3 Conclusion
In this contribution, some additional analysis about the candidate solutions for E2E reliability in hop-by-hop RLC ARQ are provided, then we get the following observations and proposals:

Observation 1: All the solutions based on the mechanism A) cannot guarantee the backward compatibility towards Rel-15 UEs, which defies the objectives of this study item about “support of legacy NR UEs”.
Observation 2: For mechanism B-1, the trade-off between the required adaptation layer buffer size and the frequency of sending adaptation layer status report should be considered, i.e. either the buffer of the IAB node’s adaptation layer should be configured large enough to store a great number of the previously forwarded PDCP PDUs, or the adaptation layer status report must be sent very frequently.
Observation 3: For mechanism B, lossless UL data delivery cannot be guaranteed in some scenarios, and it entails additional specification impacts and more functions be defined for the adaptation layer, e.g. buffering function as well as packet discard indications and timers, etc.
Observation 4: In some scenarios, mechanism B requires the downstream IAB nodes in the old route to send some packets back to upstream IAB nodes. Such roundabout UL data forwarding, which will result in more latency and waste of backhaul bandwidth.
Observation 5: If mechanism C is adopted for hop-by-hop ARQ mode, one of the main advantages of the hop-by-hop ARQ, i.e. the “hop count is not affected by max window size” will no longer be valid.

Observation 6: For mechanism C-2, the RLC ACKs for a given UE may be delayed due to some other UE’s RLC SDUs having not been confirmed by some common parent node in backhaul path.
Proposal 1: RAN 2 should consider the previous analysis when discussing the E2E reliability guarantee in hop-by-hop ARQ mode.
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The issue of end to end reliability in hop-by-hop RLC ARQ case could be addressed by specifying, e.g., the following mechanisms: 


Modification of PDCP protocol/procedures. This solution would not be applicable to Rel-15 UEs which means that Rel-15 UE performance may be impaired.


Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update (FFS what information needs to be exchanged between IAB nodes).


Introducing UL status delivery (from the Donor gNB to the IAB node), whereby the IAB node can delay the sending of RLC ACKs to the UE until a confirmation of reception at the Donor gNB.
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