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1.	Introduction
This document is the summary of the following email discussion:
[103#53][IAB]  E2E reliability in hop-by-hop RLC ARQ (LG)
	Intended outcome: Report w agreeable TP. On E2E reliability, clarify how the solutions on the table addresses problems in Hop-by-Hop ARQ
		Deadline:  For Next Meeting

2.	Discussion
This email discussion clarifies how the following three mechanisms, which were captured in TR 38.874, can address E2E reliability problem in Hop-by-Hop ARQ when route change (e.g., there is a change in access IAB node, intermediate IAB node and/or IAB donor) happens:
A) Modification of PDCP protocol/procedures;
B) Rerouting of PDCP PDUs buffered on intermediate IAB nodes in response to a route update;
C) Introducing UL status delivery (from IAB donor to IAB node).

In this document, E2E reliability problem means UL packet loss which is caused by the route change triggered by RLF or inter-CU handover, as shown in Figure 1.










Figure 1: Examples of scenario with route change



2.1 Solutions for each mechanism
The following solutions for each mechanism have been added and modified either based on the contributions submitted at RAN2 AH#4 and #103 meetings or by proponents via the email discussion.

A) Modification of PDCP protocol/procedures
	Solution
	Descriptions

	A-1
	UE performs PDCP data recovery / PDCP re-establishment to retransmit all the NACKed PDCP SDUs based on PDCP status report, irrespective of the fact whether they were ACKed by RLC [2]. The PDCP data recovery / PDCP re-establishment would be triggered by RRC as needed (i.e. on topology update too).
The UE should start the retransmission after receiving PDCP status report.

	A-2
	UE performs PDCP data recovery / PDCP re-establishment to retransmit all PDCP SDUs as long as the PDCP SDUs have not been discarded [3, 5] The PDCP data recovery / PDCP re-establishment would be triggered by RRC as needed (i.e. on topology update too).
Unlike A-1, the UE can start the retransmission even though the UE doesn’t receive PDCP status report.

	A-3
	Note that UE doesn’t care about the NACKed data from PDCP status report and just discards the ACKed data from PDCP status report in the current PDCP specification. 
In SI phase, it would be good to discuss all possible solutions.
To resolve the issue, PDCP re-establishment or PDCP data recovery may not be need. Since the IAB node or Donor sends RRC message with PDCP status report to trigger it, PDCP status report itself would be enough to trigger the retransmission for all the NACKed PDCP SDUs based on PDCP status report.
One solution could be to introduce a new field in the current PDCP status report since we have 4 Reserved bits. If UE receives PDCP status report with the new field set to 1, UE discards ACKed data and performs retransmission for NACKed data based on PDCP status report. If UE receives PDCP status report with the new field set to 0, UE just discards ACKed data as in the current PDCP specification. When to trigger this PDCP status report with this new field set to 1 can be up to network implementation as in LTE.  
Unlike A-1 and A-2, RRC message would not be needed to trigger the retransmission.

	A-4
	One solution could be to introduce a new RRC parameter in pdcp-config, e.g. statusReportBasedReTX like statusReportRequired. If one PDCP entity of UE is configured with statusReportBasedReTX = TRUE, it performs retransmission for NACKed data based on PDCP status report whenever it receives PDCP status report from the network. The configuration can be up to network implementation as in LTE.
Unlike A-1 and A-2, RRC message would not be needed to trigger the retransmission.
Unlike A-3, it should be pre-configured.



B) Rerouting of PDCP PDUs buffered on intermediate IAB nodes
	Solution
	Descriptions

	B-1
	The last unchanged node in the new route retransmits unacknowledged and unsent PDCP PDUs that could be buffered in its adaptation layer [1, 6].
B-1 excludes the HO case. In the case of HO, the UE is aware of the change, so the PDCP-based data recovery as part of the normal HO process should take effect.
In order for the last unchanged node in the new route to retransmit unacknowledged and unsent PDCP PDUs that could be buffered in its adaptation layer, the following functionality needs to be introduced at the adaptation layer:
· Adaptation layer buffers all transmitted PDCP PDUs until they are reported as successfully delivered in a data delivery status report.
· A Data Delivery Status PDU should be specified in the adaptation layer specification to provide information regarding the pending or unacknowledged PDCP PDUs from the adaptation layer at one IAB node to the adaptation layer at another IAB node. This information could be similar to (or a modified/enhanced version of) the information provided in the DL DATA DELIVERY STATUS (PDU Type 1) PDU provided by the gNB-DU to the gNB-CU on the F1-U interface (TS 38.425). This status report could also be incorporated into the adaptation layer header. 
· Assuming an uplink data flow, each parent IAB node would provide data delivery status information to its child node. So, if the route is UE  IAB Node 1  IAB Node 2  IAB Node 3  Donor DU, then, IAB Node 3 provides information about successfully delivered PDCP PDUs to IAB Node 2. In turn, IAB Node 2 further relays that information back to IAB Node 1. Hence, all IAB nodes can discard PDCP PDUs that are indicated in the data delivery status report as being successfully delivered. This is because the report confirms that such PDUs have indeed been delivered to the Donor DU. Hence, when a route change is triggered, the last unchanged IAB node (for example IAB Node 1) can immediately start retransmitting the PDCP PDUs that have not been reported as successfully delivered in the data delivery status report.
· B-1 differs from the solution described in C-2 in the sense that the UE is not involved in the retransmissions at all. In solution C-2, the PDCP at the UE performs data recovery. In solution B, the retransmissions are completely self-contained within the IAB network without requiring PDCP-based data recovery. This is beneficial because it does not require triggering PDCP-based data recovery every time there is a route change. In solution B, the retransmission of undelivered PDCP PDUs is performed directly by the last unchanged IAB node in the new route in a way that is completely transparent to the UE.

	B-2
	

For BH RLF scenarios, we need to define a proper example for discussion. The figure above shows such an example with RLF between Donor DU1 and IAB node A and successive recovery via formation of a new BH link between IAB node A and IAB node C.
When RLF occurs, RLF ARQ on A will hold UL RLC SDUs on the queue which have not been ACKed by [RLC of] Donor DU1. It should keep these RLC SDUs. The Adapt header of these RLC SDUs holds DU1 as destination address. 
When the new link is established, the CU configures a new UL route on nodes B, A and C for destination address DU2. This route serves for new packets. The CU should also configure an UL route on B, A and C for destination address DU1 to recover buffered RLC SDUs on the old route buffered on A. 
The CU further configures a new F1*-U tunnel for the new route: For UP options a-d, it configures a forwarding entry for new F1*-U on DU2; for UP option e, nothing has to be done since DU2 forwards UL packets based on the destination IP address, which is the one of the CU, i.e. it has not changed. 
For UP options a-d, the CU further configures a forwarding entry on DU2 for buffered packets of the old F1*-U tunnel. For UP option e, nothing has to be done since the destination IP address of old packets is the one of the CU, i.e. the same as for new packets.
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In another scenario, shown above, where RLF recovery occurs via a new link from B to C, rerouting would work in the following manner:
When RLF occurs, RLF ARQ TX on A will hold all those UL RLC SDUs which have not been ACKed by [RLC of] Donor DU1. Since it knows about RLF on this link, it keeps these RLC SDUs until a new route has been established. Note that the Adapt header of these RLC SDUs holds DU1 as destination address. 
After A has identified B as parent and connected as a child to B (link flip), the CU configures for UEs attached to B a new UL route via C and DU2.  Note that UL packets on this new route carry destination address DU2 on Adapt. The CU also configures an UL route on A, B and C for destination address DU1 to recover RLC SDUs, which got stuck on A. This allows A to send all buffered SDUs with destination address DU1 to the next hop B, which will forward them to C, which will forward them to DU2.
The CU also configures a new F1*-U tunnel for the new route: For UP options a-d, it configures a forwarding entry for new F1*-U on DU2; for UP option e, nothing has to be done since DU2 forwards UL packets based on the destination IP address, which is the one of the CU, i.e. it has not changed. For UP options a-d, the CU further configures a forwarding entry on DU2 for the packets of the old F1*-U tunnel. For UP option e, nothing has to be done since the destination IP address of old packets is the one of the CU, i.e. the same as for new packets.



C) Introducing UL status delivery
	Solution
	Descriptions

	C-1
	Access IAB node delays the sending of RLC ACKs to UE until a confirmation of reception at IAB donor [3, 4, 7].
When PDCP data recovery / PDCP re-establishment is triggered by RRC, UE retransmits all the PDCP SDUs for which the successful delivery has not been confirmed by lower layers as in the current PDCP specification.
C-1 would need UL status report from IAB donor to access IAB node. This could be UE bearer specific due to its end to end nature.

	C-2
	Access IAB node delays the sending of RLC ACKs to UE until a confirmation of reception at its parent node, and the parent node should also delay the sending of RLC ACKs to its child node until a confirmation of reception at its parent node, and so on [4].
When PDCP data recovery / PDCP re-establishment is triggered by RRC, UE retransmits all the PDCP SDUs for which the successful delivery has not been confirmed by lower layers as in the current PDCP specification.
C-2 would need some enhancements towards RLC ACK/NACK operation between IAB nodes, e.g. with hop by hop RLC ARQ, BH RLC channels multiplex data from many UEs, potentially being served by different downstream IAB nodes. This may lead to stalling RLC ACKs for some UEs based on data being not confirmed for other UEs.



2.2 Comparison analysis
The following aspects are considered for comparison analysis of the solutions provided in the section 2.1:

1) Support for Rel-15 UEs
Solutions for each mechanism have been proposed to support lossless delivery of UL data in Hop-by-Hop ARQ. Some solutions require new UE behaviour and would not be applicable to Rel-15 UEs.

Question 1: Do you think each solution is feasible for Rel-15 UEs?
	Company
	Views

	LG
	No for all solutions of A mechanism. Yes for all solutions of B and C mechanisms. All solutions of A mechanism require different UE behaviour from that in Rel-15 PDCP specification.

	MediaTek
	Agree with LG.

	vivo
	Agree with LG.

	Intel
	A-1 to A-4 are not backwards-compatible.
B-1 and B-2 appear feasible, however:
· We think these approaches are quite complex. In particular, there will need to be a temporary role reversal between an IAB node and its parent or some other way to allow UL data to go downstream. If the buffering and feedback is at the adaptation layer (B-1) then a rather complex adaptation layer procedures/protocol are needed.
· What happens if there is a packet loss on the route without a complete breakage of a link? That is, if there is no updated route how does this work? A and C solutions seem to work even for those situations. It is not clear what happens in such a situation with the B solutions.
· Its not clear how long the IAB nodes keep the RLC SDUs. Given that the IAB node keeps the SDUs even after the 1-hop ACK is received, if successive delivery status messages indicate that it is not received by the donor, does the SDU simply stay in the buffer?
· (As others have noted) this does not address the case where there is a handover at the access link (i.e., change of UE’s serving node) and some packets transmitted before handover are lost upstream. The old serving IAB node would have acked the RLC PDUs and they would be removed from the UE’s buffer. And the old serving IAB node is no longer on the route from the UE to the donor.
C-1 and C-2 appear feasible. We should make clear how the data recovery is initiated. That is, UE’s RRC connectivity over the new path would need to be established before data recovery is initiated.

	OMESH
	Agree with all above companies on A mechanism. A has backward compatibility issues and likely introduces large latency and overhead.
B1-B2 appear feasible but require a fast re-routing mechanism, so that all IAB nodes can maintain connections. In this case, B1 won’t be necessary if there are no isolated nodes in the IAB network. B1 also introduces a few questions that Intel has raised.
We are conservative on C1-C2, with its potential QoS impact. We think that it could be introduced if we found solution B cannot fully provide lossless.

	Ericsson
	These 3 solutions are not comparable. B and C do not have a direct UE impact. They only impact the NW nodes. Only solution A impacts the UE.
Nevertheless, we see all these solutions as enhancements to better recover from a RLF situation. Even without any enhancements, the current PDCP may recover some of the data, and higher layers e.g. TCP will recover the rest. 
In our opinion, link failure between network nodes is a serious issue, and operators will have to ensure that it almost never happens. Even without employing any of the techniques being discussed here, it is still possible to have a mechanism where multiple paths or backup paths are available for immediate fallback to a functioning route. 
Coming back to the proposed solutions:
Solution A is the simplest, but it requires UE change, so can’t be considered for rel-16, the rel-16 IAB is supposed to work with rel-15 UEs (but can be considered for an enhancement for release 16 UEs).
Solution B’s complexity-benefit may not be well balanced (e.g. it doesn’t support lossless delivery in all scenarios)
Solution C is feasible, and may have some merit in flow control as well, but its complexity may depend on the final UP architecture to be chosen
To summarize, we don’t think this is an issue that we should get lost into and not be treated the same manner as solving RLF issue on the UE link, but rather an optimization of sorts.

	Sequans
	Solutions A are not applicable to Rel-15 UEs.
Solutions B and C are applicable to Rel-15 UEs.

	Huawei/HiSilicon
	Solutions A1-A4 are not compatible with Rel. 15 UEs, and would require none-backward compatible changes. This is unfortunate, as solution family A seem to be the simplest in some sense.
Both solution families B & C do not appear to have any direct impact to the UE, and hence should be compatible with Rel. 15 UEs. However, solutions B seem to also be the most complex, and would likely entail significant standards impacting work on the network side (e.g. UP between IAB nodes, CP between CU and IAB nodes), as well as consideration for the details of different scenarios.

	Kyocera
	We agree with LG. 

	AT&T
	All solutions A1 to A4 are incompatible with Release 15 UEs, so they are unacceptable solutions. Solutions B and C are compatible with Release 15 UEs. 

	ZTE
	Agree with LG.

	Nokia
	We agree solutions A are not compatible with Rel15 UEs. Solutions B alone do not solve IAB node RLF issue where Access UE has to make HO. Moreover, solution B-2 does not work in DL scenario as depicted below:
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In case of RLC PDUs ACKed by IAB node A to Donor DU, which were not received by IAB node B, there is no possibility to deliver them. They would either have to be sent back to IAB Donor CU (since it might have removed them after receiving RLC ACKs from IAB node A) or an additional data delivery report on adaptation layer would have to be specified from IAB node B to IAB Donor. This would effectively make it similar (or the same?) as Solution B-1. Even though it was argued that DL should not be considered, in our opinion it would be better to have a solution, which supports both UL and DL. DDDS may be used in this case if F1-U stack is reused.

	Qualcomm
	We agree with LG. 



Summary 1. There are views on whether each mechanism is feasible for Rel-15 UEs, as follows:
· All companies think the first mechanism ‘Modification of PDCP protocol/procedures’ is NOT compatible with Rel-15 UEs;
· All companies think the second mechanism ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ is applicable to Rel-15 UEs, but 4 companies (Intel, OMESH, Ericsson, Nokia) believe the second mechanism alone cannot solve E2E reliability problem in all scenarios covered in this email discussion;
· 12 companies think the third mechanism ‘Introducing UL status delivery’ is applicable to Rel-15 UEs.

· Rapporteur understands that most companies have same views on whether each mechanism is feasible for Rel-15 UEs. In addition, some opinions on whether to solve the E2E reliability problem are related to the aspect ‘Support of lossless delivery of UL data’ rather than this aspect. So, the opinions have been reflected in the aspect ‘Support of lossless delivery of UL data’.

Conclusion 1. Applicable to Rel-15 UEs
· ‘Modification of PDCP protocol/procedures’ is NOT compatible with Rel-15, whereas both ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ and ‘Introducing UL status delivery’ are applicable to Rel-15 UEs.


2) Signaling overhead
Some solutions for each mechanism need new / additional signalling transmission to trigger data retransmission or to confirm data reception. Other solutions may be able to reuse the existing signaling.

Question 2: Do you think each solution requires new / additional signaling transmission when route change happens?
	Company
	Views

	LG
	For A-1 and A-2, additional RRC message transmission is needed when there is a change in only intermediate IAB node(s). In other case (handover), A-1 and A-2 can use the existing RRC message to be sent to UE to trigger data retransmission. 
For A-1, A-3 and A-4, PDCP status report per bearer should be transmitted when route change happens.
For B-1, new signaling transmission (e.g. data delivery status report) in adaptation layer is required to provide information regarding the pending or unacknowledged PDCP PDUs between IAB nodes. 
Unlike B-1, B-2 does not need data delivery status report because the existing RLC feedback can be reused, but F1AP signaling transmission is required to configure an UL route to be used in order to resend buffered RLC SDUs on the old route.
For C-1, IAB donor should send to access IAB node new signaling (e.g. UL status report) to confirm reception of RLC SDUs. Unlike C-1, C-2 does not need UL status report because the existing RLC feedback can be reused.

	vivo
	For A-1 and A-2, additional RRC message is needed when the change of intermediate IAB node occurs to trigger UE to perform PDCP data recovery / PDCP re-establishment. 
For A-4, new RRC message is needed to pre-configure UE whether to perform retransmission for NACKed data based on PDCP status report whenever it receives PDCP status report from the network.
For A-1, A-3 and A-4, UL PDCP status report per bearer needs to be transmitted, at least, when route change happens. In the case route is not changed, PDCP status report can be transmitted to enable UE to remove the PDCP PDUs acked by CU of the IAB donor.
For B-1, Data Delivery Status report should be introduced in the adaptation layer to provide information regarding the pending or unacknowledged PDCP PDUs from the parent IAB node (or IAB donor) to the child IAB node.
For B-2, When RLF occurs on the BH of one intermediate IAB node, if the RLF recovery occurs via a new link, a new route between IAB donor and the access IAB node needs to be established. An IAB node (on the old route which is not on the new route) with buffered UL packets buffered, needs to forward the buffered UL packets to another IAB node on the new route. F1-AP messages are needed to configure the forwarding path for the buffered packets. Data Delivery Status report is not required in B-2 for the RLC ACK is reused.
For C-1, Data Delivery Status report should be transmitted from the IAB donor to the access IAB node to acknowledge the reception of PDCP PDUs in CU. 
Data Delivery Status report is not required in C-2 for the RLC ACK is reused.

	Intel
	Agree with LG and Vivo (seem to be saying roughly the same things).

	OMESH
	Agree with LG, and Vivo, we think B2 has less overheads.

	Ericsson
	We share similar views as expressed by other companies. In addition, in some cases, the need of new signaling may depend on the scenario which is being solved and/or solution

	Sequans
	Solutions A
From the email discussion, it was said/confirmed by the rapporteur that all A solutions requires PDCP SR to be sent regularly (I guess it should be added in the description..)
In A-1, “The UE should start the retransmission after receiving PDCP status report” combined with “regular transmission of PDCP status report” means continuous retransmissions each time UE receives a SR (?) which seems to create a huge overhead.
Solutions B and C
Agree with LG/Vivo.
For C-1 I think we also need “The PDCP data recovery / PDCP re-establishment would be triggered by RRC as needed (i.e. on topology update too).” (which I included in C1-bis but was removed for some reason).

	Huawei/HiSilicon
	Agree with views expressed by LG and Vivo on new signaling, and also with view expressed by Ericsson there the need for new signaling may be dependent on specific scenarios.
A couple of aspects that were perhaps not captured in previous comments by other companies:
· B-1 requires some signaling to indicate which IAB node along the new route is the “last unchanged IAB node”, so that this node can begin forwarding of previously buffered packets. Presumably there would also need to be some signaling to instruct IAB nodes that are no longer part of the route (old route) to release buffers. Perhaps both of these actions can be part of the route update procedure.
· B-2 requires some signaling to map buffered adapt layer entities to new RLC channels. Also, some additional behavior of adapt layer may need to be specified (e.g. discard timers, etc.)  
In general, all solutions are rather complex, and several involve both CP and UP impacts (e.g. A-4, B-1, B-2) and some impact more than 1 protocol layer (e.g. C-1, possibly B-2).

	Kyocera
	For all solutions, we agree with views from LG and vivo, and also with Ericsson that it may depend on scenarios. 
For solution B-2, we agree with Huawei, while we’re wondering if it needs a RRC Reconfiguration. 
For solution C-1, we agree with Sequans that RRC may need to trigger PDCP Data Recovery. 

	AT&T
	We agree with LG’s comments regarding all solutions. However, for solution B-2 we would like to point out that since the signaling required to configure a route change needs to be built into the specs regardless of this discussion, solution B-2 really requires no new signaling. 

	ZTE
	For Solution A-1, A-2, A-3, A-4, agree with LG.
For Solution B-1, the advantage lies in that it has no impact to RLC layer. However, it requires the support of delivery status report from donor DU. For Solution B-2, it has much impact to RLC layer as compared with B-1. It also need the configuration of extra routes to donor DU1 for the old packet in the old route. 
For C-1 and C-2, agree with LG. 

	Nokia
	We also agree with the analysis from LG. However, it should be noted that for C-2, RLC SN mapping between hops needs to be maintained in IAB nodes to be able to ACK on previous hop only after receiving ACK on the next hop, which is an additional complexity linked with this approach.

	Qualcomm
	We agree with LG and vivo. It seems that C-2 is the only solutions with signaling overhead.



Summary 2. There are views on need of new / additional signaling, as follows:
· 11 companies think the first mechanism ‘Modification of PDCP protocol/procedures’ requires the RRC message and/or PDCP status report per bearer so that UE triggers data retransmission;
· All companies think the second mechanism ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ should introduce new signaling (e.g. data delivery status report between adaptation layers on IAB nodes), or reuse RLC feedback in order to decide whether to discard RLC SDUs. In addition, all companies excluding 1 company (AT&T) believe F1-AP messages are needed to configure the forwarding path for the buffered packets on the old route;
· All companies think the third mechanism ‘Introducing UL status delivery’ should introduce new signaling (e.g. UL status report from IAB donor to UE’s access IAB node), or reuse RLC feedback in order to confirm reception of RLC SDUs. 2 companies (Sequans, Kyocera) also think RRC message is required to make UE trigger data retransmission;
· 3 companies (Ericsson, Huawei/HiSilicon, Kyocera) think the need of new signaling may depend on the scenario which is being solved and/or solution.

· Rapporteur thinks that most companies have common understanding on new / additional signaling for each mechanism.

Conclusion 2. Signaling overhead
· ‘Modification of PDCP protocol/procedures’ requires new signaling to trigger data retransmission.
· ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ requires new signaling or reuses RLC feedback to decide whether to discard RLC SDUs. In case that RLC feedback is reused, new signaling is needed to configure the forwarding path for the buffered packets on the old route.
· ‘Introducing UL status delivery’ requires new signaling or reuses RLC feedback to confirm data reception. This mechanism also requires new signaling to trigger data retransmission.


3) Support of lossless delivery of UL data
Route change occurs when there is a change in access IAB node, intermediate IAB node(s) and/or IAB donor. We need to discuss whether each solution can support lossless delivery of UL data in these cases.

Question 3: Do you think each solution supports lossless delivery of UL data when route change (e.g., there is a change in access IAB node, intermediate IAB node and/or IAB donor) happens?
	Company
	Views

	LG
	All solutions of A and C mechanisms support lossless delivery of UL data because UL data retransmission is performed by UE and data is delivered   on new route regardless of which node(s) there is a change in.
All solutions of B mechanism support lossless delivery of UL data as long as IAB donor is not changed because UL data (re)transmission is performed by an IAB node connected to the IAB donor. In order to support lossless delivery when IAB donor is changed, additional data handling is required to deliver buffered RLC SDUs on the old route to target IAB donor.

	vivo
	Solution A and solution C mechanisms can support lossless delivery of UL data when route change happens.
Solution B-1 cannot support lossless delivery of UL data when Uu handover occurs (i.e. change in access IAB node or donor IAB). Because the PDCP PDUs which have not be received by the CU but be acked by the RLC of access IAB node are removed from UE PDCP transmission buffer. The UE can’t retransmit these PDCP PDUs to the new access IAB node. 
In case of intermediate IAB node change, solution B-1 can support lossless delivery of UL data.
Solution B-2 can support lossless delivery of UL data when the change of access IAB node or intermediate IAB node occurs. Because the IAB node on the old route can forward the buffered data to the IAB donor via the old route or to an IAB node on the new route. Solution B-2 can’t support lossless delivery of UL data when the change of IAB donor occurs, data forwarding between the source and target IAB donors is needed to enable lossless delivery.
HFN desynchronization problem： For solution B-2, the PDCP in UE may transmit PDCP PDUs associated with more than half of the PDCP SN space which are not received by the CU. Therefore, the HFN desync problem mentioned in [8] may occur and cause data loss.

	Intel
	We think both B-1 and B-2 cannot support lossless delivery when there is change of access IAB node. Please see example below.

Suppose there is a link failure between IAB node A and the DU. Then, an alternate route needs to be established between the UE and the donor. In this case the other route available/selected requires the UE to switch its access IAB node to IAB node D (i.e., handover from B to D). Then route UE-D-C-DU can be established.
In this case, even though IAB nodes A and B have buffered RLC SDUs that are not explicitly acknowledged as received by the donor, they do not have a route to transmit them to the DU. Meanwhile, the IAB node B has already sent RLC acks to UE and the UE has removed them from its buffer. Not sure if this scenario has been discussed, but this seems to be pretty important.

	OMESH
	Solution B can be lossless if all IAB nodes and donors can be connected in the routing change, i.e., buffered packets in IAB nodes will be delivered.
Solution A and C can support lossless delivery.

	Ericsson
	A and C are loss less. While B cannot guarantee lossless delivery in all scenarios.

	Sequans
	A and C can support lossless in all scenarios as UE keeps SDU till confirmation they are correctly received.
B does not support lossless in all scenarios (e.g. Intel scenario which is similar as the one we brought up in the discussion).

	Huawei/HiSilicon
	Agree with comment from Intel. Both B-1 and B-2 cannot guarantee lossless delivery of UL data in all scenarios (as illustrated). Also, lossless delivery of UL data in the case of inter-CU handovers by the UE would require additional work not discussed so far.
We also agree with the point from Vivo regarding HFN desync. This is more likely to occur with B-2.
Both A and C can support lossless delivery of UL data, as UE performs retransmission of UL data.

	Kyocera
	For solutions A & C, we agree with LG et al that the solutions support lossless delivery. 
For solution B, we agree with Intel that the solution does not guarantee lossless delivery in some scenarios. 
Regarding HFN decync, we tend to agree with vivo and Huawei and wonder if the risk will be increased in B-2. 

	AT&T
	We agree with LG’s comments.

	ZTE
	Solutions A and C are lossless. 
Solutions B cannot guarantee lossless delivery when a IAB node in the old route become an isolated node and could not work normally, which is a serious issue, and operators should ensure that it almost never happens.

	Nokia
	Solutions B do not provide lossless delivery in case of IAB node RLF without recovery (e.g., first scenario in Figure 1) if RLC ACK is sent to access UE before receiving end to end ACK from Donor DU. 

	Qualcomm
	All B and C solutions may fail to provide lossless delivery in selected cases, where IAB-nodes remain in island mode after RLF (see Intel’s figure in this table).
Further, B and C solutions fail to provide lossless delivery when IAB-donor changes. The same will most likely apply to E2E ARQ.
In all scenarios, TCP and other reliable upper layer protocols will provide lossless data delivery. 



Summary 3. There are views on whether each mechanism can solve the E2E reliability problem, as follows:
· 10 companies think the first mechanism ‘Modification of PDCP protocol/procedures’ supports lossless in all scenarios covered in this email discussion;
· 11 companies think the second mechanism ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ cannot guarantee lossless delivery in some scenarios (e.g., an IAB node on the old route becomes an isolated node, and inter-CU handover). 3 companies (vivo, LG, Huawei/HiSilicon) also think additional work is needed to support lossless delivery in case of inter-CU handover;
· 9 companies think the third mechanism ‘Introducing UL status delivery’ supports lossless in all scenarios covered in this email discussion, but 1 company (Qualcomm) believes the third mechanism cannot guarantee lossless delivery in some scenarios (e.g., an IAB node on the old route becomes an isolated node, and inter-CU handover).

· Rapporteur understands that most companies have same views on whether each mechanism can address E2E reliability problem. Regarding HFN desync, the HFN desync problem is outside the scope of this email discussion, but may need to be considered as it causes UL packet loss. However, RAN2 hasn’t yet decided if PDCP transmitter in IAB should provide feedback. Depending on the decision, HFN desync may not happen. So, we need to wait for the decision.

Conclusion 3. Support of lossless delivery of UL data
· ‘Modification of PDCP protocol/procedures’ and ‘Introducing UL status delivery’ support lossless delivery.
· ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ cannot guarantee lossless delivery in some scenarios (e.g., an IAB node on the old route becomes an isolated node, and inter-CU handover).


4) QoS impacts
Question 4: What impact each solution will have on QoS (e.g., data transmission delay and/or data throughput)?
	Company
	Views

	LG
	[bookmark: OLE_LINK17][bookmark: OLE_LINK18]For A-1, A-3 and A-4, data transmission delay may increase because UE starts data retransmission after receiving PDCP status report.
For A-2, data throughput may decrease and data transmission delay may increase as UE sends all PDCP SDUs including PDCP SDUs which have already been received by IAB donor.
For all solutions of C mechanism, data transmission delay may increase by delay in receiving NACK because access IAB node may NOT be able to send RLC STATUS PDU including NACK for an RLC SDU until receiving reception confirmation for other RLC SDU(s) to be implicitly included in the RLC STATUS PDU.

	vivo
	To avoid HFN desynchronization problem we mentioned in Q2, for A-1, A-2, A-3, A-4, C-1, C-2, data transmission delay increases because UE needs to make sure PDCP SN space, associated with buffered PDCP PDUs which are not confirmed to be received in IAB donor, is not bigger than half of the PDCP SN space. When there is no PDCP SN that can be used, UE has to wait for the PDCP status report triggered by the IAB donor or for the discard timers associated with the buffered PDUs expire.
As a result of increasing data transmission delay, data throughput may decrease.

	Intel
	While we agree with the observations above, we think that in a route change scenario, the delays related to establishing a new route are likely to be more significant than the delays being considered here.

	OMESH
	Agree with LG and Vivo. Solution A and C all introduce delays and increased buffering at UE, throughput shall also be decreased. 

	Ericsson
	We sympathize with Intel’s comment. When the system is trying to recover from a failure situation between network nodes, maintaining the QoS such as delay or throughput becomes almost irrelevant as the point of the recovery is maintaining the connection or else, experiencing a connection failure which will have far more impact than the one which will cause the recovery.
So, yes, all solutions will impact the QoS to some extent but we think it is not so relevant due to the problem which we are trying to fix.

	Sequans
	Agree with Ericsson.
We are considering retransmissions, so for all solutions we have increase data transmission delay and reduced instantaneous throughput at the time of the recovery.
Regarding LG comment for A-2: “UE sends all PDCP SDUs including PDCP SDUs which have already been received by IAB donor” => the PDCP SR would be sent just after, enabling selective retransmission, as in legacy behavior.
Regarding LG comment for C: “IAB node may NOT be able to send RLC STATUS PDU including NACK for an RLC SDU until receiving reception confirmation for other RLC SDU(s) to be implicitly included in the RLC STATUS PDU.” Indeed, but for C-1 this is only for the access link, while for C-2 this is for all links.
Not sure if C-2 is really applicable in case of aggregated BH RLC bearer, as this would add delay impact on other UEs.

	Huawei/HiSilicon
	C1-C2 would seem to have the biggest QoS impact, as ACKs to UE are delayed during normal operation (even if there is no RLF in IAB network). Furthermore, compared to end-to-end ARQ approach, full RLC processing must be done for each hop. Also, as mentioned by OMESH latency may also be negatively impacted by buffer limitations at UE.
All solutions imply some level of retransmission for undelivered packets over backhaul links, which seems probably unavoidable if we want to guarantee delivery of UL data. Solution B-2 is unique in that in some RLF scenarios, data packets may need to be retrace their route back towards the access IAB-node before they can being routed towards the donor (i.e. traversing some backhaul links twice). This will have the impact of increasing latency, as well as wasting backhaul bandwidth. 

	Kyocera
	We agree with Ericsson. Also, we tend to assume Question 4 does not discuss at the route change. If so, we don’t see any big difference among the solutions, on top of what is evaluated on “Forwarding latency” of Table 8.2.3-1 in TR38.874. 

	AT&T
	Solutions A and C will both cause greater latency and UE buffering. For Solution B, it seems that the latency impact may vary from scenario to scenario.

	ZTE
	For Solution B and C, they might introduce larger latency for the data packet forwarding during recovery from RLF. For Solution B, it might cause data loss if the separation of access IAB node does happen.   

	Nokia
	We agree with the analysis from LG. Solutions B would on the other hand increase the latency and introduce slightly more overhead on BH links due to rerouting.

	Qualcomm
	As mentioned by Ericsson and other before:
BH-RLF-recovery will most likely be more time-consuming and add more delay that any of the A, B, C solutions or any other upper layer recovery protocols such as TCP (including slow start).



Summary 4. There are divergent views on QoS impacts, as follows:
· 6 companies (OMESH, Huawei/HiSilicon, AT&T, LG, Nokia, vivo) think that the first and third mechanisms ‘Modification of PDCP protocol/procedures’ and ‘Introducing UL status delivery’ may introduce additional transmission delays and/or cause a decrease in throughput;
· 3 companies (OMESH, Huawei/HiSilicon, AT&T) also think that the first and third mechanisms may cause greater UE buffering;
· 3 companies (Ericsson, Sequans, Kyocera) think all mechanisms will impact the QoS to some extent but we think it is not so relevant due to the problem which we are trying to fix;
· 2 companies (Intel, Nokia) think that the second mechanism ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ may increase latency due to rerouting.

· Most companies have divergent views on QoS impacts, but rapporteur believes we have common understanding that all mechanisms have QoS impacts to some extent. The same may also be true of those in E2E RLC ARQ. So, we may need further discussion on QoS impacts. Rapporteur suggests not making any conclusions at this moment.


5) Others
Question 5: Is there any other analysis criteria (e.g., complexity) not mentioned in the above?
	Company
	Views

	MediaTek
	Buffer size requirements for UE and IAB node on different options and also impact on RLC/PDCP/adapt layer spec

	Sequans
	Applicability to different scenarios of each solution.

	Huawei/HiSilicon
	Agree with observation from MediaTek. Although hop-by-hop RLC is likely to have relatively high buffering requirements at IAB nodes, B-1in particular would seem to explode these buffering requirements.

	Kyocera
	Although we originally suggested to evaluate the complexity separately, we assume it’s implicitly done already in the solution descriptions in section 2.1 and the evaluations in section 2.2, 

	ZTE
	The impact on RLC/PDCP of those different solutions should be analyzed.  

	Nokia
	All solutions seem to have similar level of impacts on specifications, which is rather moderate. We think we should consider also the applicability to different scenarios of each solution (e.g. UL and DL lossless delivery, BH RLF, UE handover) when choosing the solution. Of course solutions A, as already analysed above, would require Access UE behaviour, which should be avoided.

	Qualcomm
	What should have a discussion on the relevance of the problem, or, alternatively, a comparison to not doing anything and relying on upper layer protocols such as TCP for lossless delivery. In this context, we might want to consider:
1. BH RLF is not expected to occur on a regular base.
2. BH RLF WITHOUT recovery may lead to loss of coverage and break of UE sessions, which is rather disruptive but has not been covered in this discussion.
3. BH RLF with subsequent recovery can be preempted with timely topology adaptation, which does not lead to data loss. This has not been captured in this discussion.
4. Consequently, BH RLF with subsequent BH recovery remains a borderline scenario.
5. In this borderline scenario, without doing anything else, upper layer protocols such as TCP will retain lossless delivery.



Summary 5. There are some views on different analysis criteria to be considered, as follows:
· Buffering requirements for UE and IAB node (MediaTek, Huawei/HiSilicon);
· Impact on RLC/PDCP/adapt layer/RRC spec (MediaTek, ZTE, Huawei/HiSilicon, Kyocera, Nokia);
· Applicability to other scenarios (e.g., DL lossless delivery) not covered in the email discussion (Sequans, Nokia).

· These criteria may need to be considered, but first of all, we should study E2E reliability in E2E RLC ARQ from aspects we’ve covered in this email discussion. After that, we might be able to make further study of the E2E reliability in HBH ARQ.

3.	Proposal
13 companies have joined in this e-mail discussion proceeded to the following phases:
· 1st phase: collecting solutions of each mechanism for E2E reliability in HBH ARQ;
· 2nd phase: comparing all solutions proposed at 1st phase.

Based on the conclusions of the section 2.2 Comparison analysis, the following proposals have been made.
Proposal 1: ‘Modification of PDCP protocol/procedures’ is NOT compatible with Rel-15.
Proposal 2: Both ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ and ‘Introducing UL status delivery’ are applicable to Rel-15 UEs.
Proposal 3: ‘Modification of PDCP protocol/procedures’ requires new signalling to trigger data retransmission.
Proposal 4: ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ requires new signaling either to decide whether to discard the buffered data or configure the forwarding path for the buffered data on the old route.
Proposal 5: ‘Introducing UL status delivery’ requires new signaling to confirm data reception and/or to trigger data retransmission.
Proposal 6: Both ‘Modification of PDCP protocol/procedures’ and ‘Introducing UL status delivery’ support lossless delivery.
Proposal 7: ‘Rerouting of PDCP PDUs buffered on intermediate IAB nodes’ may not support lossless delivery.
Proposal 8: RAN2 should adopt the text proposal shown in the section 4.


4.	Text Proposal for TR 38.874
********* Start of Change **********
[bookmark: _Toc520296471]8.2.3 	Multi-hop RLC ARQ
----
Table 8.2.3-1: Observations for end-to-end and hop-by-hop ARQ

	Metric
	Hop-by-hop RLC ARQ
	End-to-end RLC ARQ

	Forwarding latency
	Potentially higher as packets have to pass through RLC-state machine on each hop.
	Potentially lower as packets do not go through the RLC state machine on intermediate IAB-nodes.

	Latency due to retransmission
	Independent of number of hops
	Increases with number of hops

	Capacity
	Packet loss requires retransmission only on one link. Avoids redundant retransmission of packets over links where the packet has already been successfully transmitted.
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted. 

	Hop count limitation due to RLC parameters
	Hop count is not affected by max window size.

	Hop count may be limited by the end-to-end RLC latency due to max window size.

	Hop count limitation due to PCDP parameters
	Hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. This may increase probability to exceed max PDCP window size.
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 

	Processing and memory impact on intermediate IAB-nodes
	Larger since processing and memory is required on intermediate IAB-nodes. 
	Smaller since intermediate path-nodes do not need ARQ state machine and flow window.

	RLC specification impact
	No stage-3 impact expected
	Potential stage-3 impact 

	Operational impact for IAB-node to IAB-donor upgrades
	IAB-nodes and IAB-donors use the same hop-by-hop RLC ARQ. As a result, this functionality is completely unaffected by the upgrade of IAB-node to IAB-donor at availability of fiber, potentially reducing the effort required to confirm proper operation. 
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.

	Configuration complexity
	RLC timers are not dependent on hop-count.
	RLC timers become hop-count dependent. 

	Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)
	Current specification cannot ensure data lossless delivery at the certain scenarios (e.g., when IAB topology changes are performed by backhaul-link failure, when inter-CU handover happens) without additional enhancements (examples listed below).
	Lossless delivery ensured due to end to end RLC feedback.



The issue of end to end reliability in hop-by-hop RLC ARQ case could be addressed by specifying, e.g., the following mechanisms: 
· Modification of PDCP protocol/procedures. This mechanismsolution would not be applicable to Rel-15 UEs which means that Rel-15 UE performance may be impaired.
· When either PDCP data recovery / PDCP re-establishment is triggered by RRC or PDCP status report is received, UE retransmits UL data irrespective of whether successful delivery has been confirmed by RLC.
· New field may be included in the RRC message or PDCP status report in order to indicate whether the UE performs UL data retransmission regardless of confirmation of successful delivery by RLC.
· Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update (FFS what information needs to be exchanged between IAB nodes).
· UL data is buffered on IAB node(s) until the IAB node receives from its parent node either information about UL data which has been successfully delivered to IAB donor or RLC positive ACK.
· When forwarding path is (re)configured, the buffered data is retransmitted by the IAB node either that is the last unchanged node in the new path or where backhaul-link failure occurs.
· Introducing UL status delivery (from the Donor gNB to the IAB node), whereby the IAB node can delay the sending of RLC ACKs to the UE until a confirmation of reception at the Donor gNB.
· One way is that UE’s access IAB node delays the sending of RLC positive ACKs to UE until receiving a confirmation of data reception from IAB donor. Another way is that an IAB node delays the sending of RLC positive ACKs to its child node or UE until receiving RLC positive ACKs from its parent node.
· When PDCP data recovery / PDCP re-establishment is triggered by RRC, UE retransmits UL data as in the current specifications.


Table 8.2.3 - 2: Comparison of mechanisms for lossless delivery of UL data in hop-by-hop RLC ARQ case
	
	Modification of PDCP protocol/procedures 
	Rerouting of PDCP PDUs buffered on intermediate IAB nodes
	Introducing UL status delivery

	Applicable to Rel-15 UEs
	No
	Yes
	Yes

	Signaling overhead
	Yes
· New signaling for triggering data retransmission
	Yes
· New signaling for either deciding whether to discard the buffered data or configuring the forwarding path for the buffered data on the old route.
	Yes
· New signaling for confirming data reception and/or triggering data retransmission.

	Support of lossless delivery of UL data
	Yes
	No
	Yes



********* End of Change **********
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