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1 Introduction
One of the objectives in the study item description is [1]:

[image: image1]
The motivation of this objective is to seamlessly integrate the NR technology into the existing industrial connectivity infrastructure, such as TSN based Industrial Ethernet connectivity system. Currently, there is a significant differences between the industrial components, e.g. factory machines and robots, and regular wireless communication components, i.e. smart phones. Hence, we should figure out a way forward to enable the 5G be compatible with the existing industrial communication system and applications, e.g. Ethernet system.
2 Discussion
Ethernet is a very well standardized and open technology in the IT domain, which is incredibly successful and provides a wide range of application areas. To provide deterministic real-time and safely capabilities over Ethernet, the IEEE Time-Sensitive Networking task group specified the TSN (Time-Sensitive Networking), which is the set of IEEE 802 Ethernet sub-standards and offers a way to send time-critical traffic over a standard Ethernet infrastructure. The profile of the set of TSN specifications is shown in the following table:
	Standard Description
	Standard Description

	802.1Qbv 
	Time-aware shaping (per-queue based)

	802.1ASrev
	Timing and synchronization (mechanisms for faster fail-over of clock grandmasters)

	802.1CB 
	Redundancy (frame replication and elimination)

	802.1Qca 
	Path control and reservation (based on IEEE802.1aq; IS-IS)

	802.1Qbu 
	Frame pre-emption

	802.1Qcc 
	Enhancements and improvements for stream reservation

	802.1Qch 
	Cyclic queuing and forwarding

	802.1Qci
	Per-stream filtering and policing


Table 1 Profile of the set of TSN specifications
Correspondingly, in this SI, the study scope of Time Sensitive Networking related enhancements is divided into the following three aspects:

a)
Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points);
b)
Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns; 

c)
Ethernet header compression

As for the bullet d) Performance evaluation of TSN requirements as captured in TR 22.804 clause 8.1, we had another contribution to illustrate it.
2.1 Design of protocol stack for 5G-enabled TSN
Above all, we firstly provide a design of protocol stack based on which the 5G system can support the seamless integration and interplay with Industrial Ethernet, as shown below, which is also illustration of the following sections based on.
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Figure 1 a profile of the 5G system seamlessly integrated and interplayed with Industrial Ethernet

In [4], the observations indicate that existing synchronisation, prioritisation and scheduling mechanisms, potentially specified in 3GPP with some enhancements within RAN cannot fulfil the performance of the KPIs defined in TR 22.804 clause 8.1. Therefore, to support for TSN based stream reservation and scheduling, some enhancements with integrate the TSN system need to be studied. Then another important issue is which level is appropriate for TSN integration needed in 5G System. As shown in the above figure, the addition of the adaptation layer between the factory hosted TSN network or TSN sub-net and the 5G System is inevitable choice to enable the 5G system can transmit/receive and process the packet of Ethernet SDU, which includes the adaptation layer between the Ethernet device/switch and NR UE, and the adaptation layer between the Ethernet device/switch and UPF. However, whether an adaptation layer need to be located in the gNB side need to be studied, which depends on whether gNB need directly achieve some information from TSN system, such as, timing information for synchronization or jitter control or gNB is unware of any information from TSN system.
Observation 1: It is very important to figure out which level is appropriate for TSN integration needed in 5G System.
Observation 2: It is an inevitable choice that the addition of the adaptation layer between the factory hosted TSN network or TSN sub-net and the 5G System to enable the 5G system can transmit/receive and process the packet of Ethernet SDU, which includes the adaptation layer between the Ethernet device/switch and NR UE, and the adaptation layer between the Ethernet device/switch and UPF.
Observation 3: Whether an adaptation layer need to be located in the gNB side or not depends on whether gNB need directly acquire and interpret some information from TSN system, such as, timing information for synchronization or jitter control or gNB is unware of any information from TSN system.

Proposal 1: RAN2 need work on the addition of the adaptation layer between the factory hosted TSN network or TSN sub-net and the 5G System to enable the 5G system can transmit/receive and process the packet of Ethernet SDU, which includes the adaptation layer between the Ethernet device/switch and NR UE, and the adaptation layer between the Ethernet device/switch and UPF.
Proposal 2: RAN2 need study whether an adaptation layer need to be located in the gNB side or not, which depends on whether gNB need directly acquire and interpret some information from TSN system, such as, timing information for synchronization or jitter control or gNB is unware of any information from TSN system.
2.2 Accurate reference timing
A critical mechanism in TSN is to enable a clock synchronization among different TSN devices for achieving deterministic communication with bounded message latency. Based on this, the system can control the flow of queued traffic from a TSN enabled switch. This means that each Ethernet frame is identified and assigned to a specific queue based on the priority field of the VLAN tag and is defined within a schedule. And the transmission of messages in this queue is then performed during the scheduled time windows, while other queues will typically be blocked from transmission during these time windows. Therefore the scheduled traffic is protected from the interruption from the scheduling of non-scheduled traffic. Additionally, the delay through each switch is deterministic and that message latency through the network can be guaranteed.
In the traditional industry time synchronization is realized by wired solution e.g.1588V2 over ethernet system. However, as the increasingly number of mobile robots and automobile controller are used for flexible manufacturing, time synchronization by radio access network is more suitable due to its better support of mobility. Hence, it is prefer to enable time synchronization between UEs realized through the gNB/eNB in current 3GPP radio access network. All the UEs are synchronized with the gNB to achieve indirect time synchronization between the UE via provision of absolute time from gNB. 
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Figure 2: Time synchronization between UEs through gNB
Proposal 3: It is proposed to enable Time synchronization between UEs through the gNB.

In LTE, the UE can perform absolute time synchronization with the eNB by receiving SIB16 which is introduced in Rel-11 and is applied for a variety of use cases such as GNSS, eMBMS, DASH and local time provisioning. And the field counts the number of UTC seconds in 10 ms units in Rel-11. Then in R15, time synchronization requirement had been added to the WID on URLLC for LTE in RAN #78, which aim was to identify and specify solutions allowing the network to provide timing information at high granularity to enable more accurate time synchronization for UEs. At last, two possible solutions, both broadcast solution (via SIB16) and unicast solution (via dedicated RRC signalling), are agreed to transmit the time reference information. And the granularity of enhanced accurate time reference is 0.25 us, as the traditional field counts the number of UTC seconds in 10 ms units. Additionally, an inaccuracy indication is agreed to be optionally sent to indicate inaccuracy range of a time reference information, which range is from 0.25 us to 1 ms. 
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Solution 1: the transmission of a granular time reference value via system information
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Solution 2: the transmission of a granular time reference value via dedicated messages
Proposal 4: The methods to provide a sufficiently granular time reference value to a UE from an eNB approved in the WID on URLLC for LTE can be reused in NR as baseline.

However, although the granularity of enhanced accurate time reference can be enhanced to 0.25 us, the calculation of the synchronicity accuracy also need take the possible inter-eNB accuracy and sync error caused by deterioration of the accuracy of timing information transmission over the radio interface depends the cell radius into account. Therefore, it is difficult to meet the first level requirement from RAN side which target is to meet 1us Synchronisation clock synchronicity within service area of 100 m2 where the number of devices in one communication group is up to 300 devices, while the other two levels’ requirement are possible to be met if introducing the enhanced timing information provision mechanism in LTE to NR. 

Furthermore, due to the limited time budget, there are still some open issues need to be addressed. For example, as synchronization inaccuracy now is just indicated as a range, it actually can be calculated as a value, taking the timing advance value and cyclic period value etc. into the account. On the other hand, whether the security protection and authorization operation over the accurate timing information are needed and how to realize the enhancement are needed to be studied in this SI.
Proposal 5: The left issues and enhancements need to be studied in this SI, e.g. the calculation method of synchronization value and security protection and authorization operation over the accurate timing information.

2.3 Enhancements to satisfy QoS for TSN-based wireless Ethernet 
As we know, the TSN network is to provide a communication system to meet the requirement of time sensitive and deterministic service. More specifically, one object of this SI is clearly madden to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 [2], which demands as below:

5.3.2.6
Potential requirements [2]
	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 2.1
	The 5G system shall support cyclic traffic with cycle times in the order of 1 ms for a communication group of about 50 UEs and payload sizes of about 40 byte.
	T
	

	Factories of the Future 2.2
	The 5G system shall support cyclic traffic with cycle times in the order of 0,5 ms for a communication group of about 20 UEs and payload sizes of about 50 byte.
	T
	

	Factories of the Future 2.3
	The 5G system shall support cyclic traffic with cycle times in the order of 2 ms for a communication group of about 100 UEs and payload sizes of about 20 byte.
	T
	


Table 2: Requirement text for industrial application defined in [2]
For example, motion control, which is one of the most challenging and demanding closed-loop control applications in industry, can be done in a strictly cyclic and deterministic manner, such that during one communication cycle time Tcycle, ,which can below 50 µs, the motion controller sends updated set points to all actuators, and all sensors send their actual values back to the motion controller. In these applications, type 1 grant free or traditional SPS, which allocates periodic resources for a given UE, can be used to send the cyclic traffic data.  
Observation 4: The existing 3GPP defined SPS/Grant free mechanism with other scheduling and prioritization rules can be utilized to fulfil the same performance of resource reservation, cyclic queuing and forwarding, except jitter control, in TSN system, which is more suitable for radio interface.
Proposal 6: It is proposed to utilize the existing 3GPP defined SPS/Grant free mechanism with other scheduling and prioritization rules to fulfil the same performance of resource reservation, cyclic queuing and forwarding, except jitter control, in TSN system.

Furthermore, as indicated in [2] , the 5G system shall support "bursty" and possibly internet-like self-similar traffic patterns from a massive set of devices. Meanwhile, the major challenge to 5G system is also the "bursty" traffic, for example, multicast IEC 61850 GOOSE communication, which is bursty, peer-to-peer, layer-2, with end-to-end latency requirement of less than 5 msec. Due to the highest priority and reliability, message loss and corruption shall be avoided as much as possible. Interruption and interference with other, lower priority traffic shall be minimised. The “bursty” traffic means the packet arrival time is unpredictable, e.g. the time point of a sensor or actuator has available data to transmission, even the periodicity of the traffic may fixed. This will lead to an improper SPS configuration for the periodic cyclic traffic, causing radio resource waste and waiting time for data transmission. 
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Figure 2 Delay caused by waiting for available SPS resource
Hence, it will bring benefit if there is some coordination mechanism between the UE and the network for the traffic properties, e.g. traffic pattern information, which is unware of the gNB. In release 14, during the discussion on an SPS enhancement for LTE V2X, a new SPS assistance information was added into the UEAssistanceInformation message, so that the UE can provide the network the traffic pattern of a UL logical channel, as shown below: 

sps-AssistanceInformation-r14

SEQUENCE {


trafficPatternInfoListSL-r14

TrafficPatternInfoList-r14

OPTIONAL,


trafficPatternInfoListUL-r14

TrafficPatternInfoList-r14

OPTIONAL

}


OPTIONAL,

TrafficPatternInfoList-r14 ::= SEQUENCE (SIZE (1..maxTrafficPattern-r14)) OF TrafficPatternInfo-r14

TrafficPatternInfo-r14 ::=
SEQUENCE {


trafficPeriodicity-r14


ENUMERATED {












sf20, sf50, sf100, sf200, sf300, sf400, sf500,












sf600, sf700, sf800, sf900, sf1000},


timingOffset-r14




INTEGER (0..10239),


priorityInfoSL-r14




SL-Priority-r13







OPTIONAL,


logicalChannelIdentityUL-r14

INTEGER (3..10)







OPTIONAL,


messageSize-r14




BIT STRING (SIZE (6))

}

	field descriptions

	logicalChannelIdentityUL
Indicates the logical channel identity associated with the reported traffic pattern in the uplink logical channel.

	messageSize
Indicates the maximum TB size based on the observed traffic pattern. The value refers to the index of TS 36.321 [6, table 6.1.3.1-1].

	sps-AssistanceInformation

Indicates the UE assistance information to assist E-UTRAN to configure SPS.

	trafficPatternInfoListUL 

This field provides the traffic characteristics of uplink logical channel(s).

	trafficPeriodicity

This field indicates the estimated data arrival periodicity in a SL/UL logical channel. Value sf20 corresponds to 20 ms, sf50 corresponds to 50 ms and so on.

	timingOffset

This field indicates the estimated timing for a packet arrival in a SL/UL logical channel. Specifically, the value indicates the timing offset with respect to subframe#0 of SFN#0 in milliseconds.


The straightforward way is just reuse the SPS traffic pattern reporting mechanism with finer and more diverse granularity of traffic periodicity and timing offset to satisfy the property and requirement of timing critical service. For example, the period of URLLC data is possible to be smaller than 20 ms, and moreover the granularity of the timing offset shall be smaller than one millisecond to satisfy the requirement of 1 ms latency in URLLC. Obviously in NR, a new field symbolOffset is needed as well.
Proposal 4: Reuse the SPS traffic pattern reporting mechanism with finer and more diverse granularity of traffic periodicity and timing offset.

However, to meet the requirement of some delay stringent service, the triggering condition of current SPS traffic pattern reporting is not clear. And whether some other timely reporting methods, for example, using MAC CE etc. need to be introduced need to be consider during this SI.
Proposal 7: The necessity of enhancement of the triggering condition of current SPS traffic pattern reporting and other timely reporting methods.
On the other hand, as specified in section 5.5.6 of [2], stringent requirements on jitter along with very stringent requirements on end-to-end latency and communication service availability is also a special challenge to the 5G system, as shown below:
	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 6.1
	The 5G system shall support a bidirectional, cyclic data communication service characterised by at least the following parameters (e.g., for assembly robots or milling machines):

Cycle time of Tcycle = 4 ms to 8 ms 

Jitter < 50% of cycle time

Data packet size 40 byte to 250 byte

Typical work space: 10 m x 10 m 

Parallel active safety services: max. 4 in a workspace
	T
	

	Factories of the Future 6.2
	The 5G system shall support a non-cyclic bi-directional data communication service in parallel to the cyclic data transmission service with at least the following parameters:

User experienced data rate > 5 Mbit/s

Target end-to-end latency < 30 ms

Jitter < 50% of latency
	T
	


Table 3: Requirement text for industrial application defined in [2]
At the same time, as we mentioned before, TSN system can a clock synchronization among different TSN devices for achieving deterministic communication with bounded message latency. Based on this, the system can control the flow of queued traffic from a TSN enabled switch, so that each Ethernet frame is identified and assigned to a specific queue based on the tagged priority and is transmitted within a schedule window. Therefore, the TSN mechanism can be employed to the jitter control in the 5G NR network. For example, one possible method is to abstract the time stamp in the Ethernet configuration message and notify to the scheduling control part to assist the scheduling.
Proposal 8: It is proposed to design a mechanism to control jitter through RAN node in RAN2.
2.4 Ethernet header compression
In this section, we firstly analyze the benefits and the scenario, for example, what are the formats and size of Ethernet frame to be considered, are VLAN fields included, protocol termination etc. And then we get into the definition of the requirements for a new header compression.
In existing LTE and NR, 3GPP has chosen Robust Header Compression (RoHC) for header compression, which is for optimizing real time data by compressing the headers of multiple layers down to a minimum to reduce both transmission overhead and time, especially in wireless networks with high error probabilities and scarce resources. RoHC follows a peer-to-peer concept, allows transporting the compressed data over any lower layer, and can be treated as a transparent compression entity that just eliminates overhead before it congests the network, which is the best choice to compress the overhead of IP, IPv6, UDP or RTP data.
Generally, compressing protocol header in data packet can reduce proportion of protocol header in data packet and promote transmission efficiency of data packet especially short data packet. And the Ethernet payload size for industrial application had been identified in SA1, as mentioned in section 8.1.2 [2]. 
	Message size [byte]
	200


	20 to 50


	≤ 1 k


	40 to 150 k


Table 4: Ethernet payload size for industrial application had been identified in SA1
Considering most of the fields in Ethernet header are static and typical data packets for industrial application are short, gain from the header compression is significant. Moreover, the requirement of robustness, stringent delay, jitter, and other transmission quality of TSN-based wireless Ethernet services specified in [2] made RoHC is necessary. However, current ROHC standards are only applied for IP, IPv6, UDP or RTP header etc., without the application for Ethernet header. 
Meanwhile, Ethernet header compression over a link is possible because some of the header information between packets belonging to the same flow carried within the header of a packet is same and redundant, for example, MAC address (source and destination MAC addresses), Type field, VLAN field and other IP/UDP address and type, which are always static during data transmission. 

Observation 5: Since most of the fields in Ethernet header are static and typical data packets for industrial application are short, gain from the header compression is significant.

Hence, we can reuse the principle of RoHC to design a mechanism to compress the Ethernet header. Identifying and grouping packets together into different "flows", so that packet-to-packet redundancy is maximized in order to improve the compression ratio. Then to understand the change patterns of the various header fields, making clear which type of each field is: static, semi-static, inferred or changing. At the same time, evaluation of the compression efficiency has to take the two other properties: the robustness of the encoding to losses and errors between the compressor and the decompressor, and the ability to detect and cope with errors in the decompression process, which trade against the compression efficiency. Finally, it is necessary to choose the encoding method(s) that will be applied onto different fields based on classification.  This means if the latency or capacity requirement of some services is higher, further compression can be achieved for the fields carrying information that changes more dynamically by using compression methods tailored to their respective assumed change behaviour. For example, the compression of Ethernet header fields can be selected from one of the following classes according to the service requirement: 
Observation 6: The principle of RoHC can be reuse to design a mechanism to compress the Ethernet header, identifying the compression fields according to the requirement of latency, reliability and capacity requirement. 
Proposal 9: RAN2 can design the Ethernet header compression guided by the principle of existing RoHC mechanism, identifying the compression fields according to the requirement of latency, reliability and capacity requirement. 

	Level 
	Compressed Filed

	1
	Type field

	2
	Type field and VLAN field

	3
	Either MAC Source address or MAC Destination address, and Type field & VLAN field

	4
	Both MAC Source address and MAC Destination address , and Type field & VLAN field

	5
	MAC Source address , MAC Destination address, Type field and VLAN field

	6
	MAC Source address , MAC Destination address, Type field , VLAN field and CRC field

	…
	….


Table 5: Example of header compression fields

Until now, the header compression algorithms are specified in IETF, while 3GPP only specifies some control signalling, e.g. which algorithms is adopted during data transmission. Therefore, there is another point that RAN2 need make decision on which layer to specify the Ethernet header compression function: 
· A new separate layer or
· Just within PDCP layer. 
It seems clear to specify the design of Ethernet header compression function/algorithm at a separate layer, but this will obviously introduce additional overhead and latency caused by inter-layer communication. Therefore, it is preferred the second one, defining the Ethernet header compression function/algorithm at PDCP layer.
Proposal 10: RAN2 need make decision on which layer to specify the design of Ethernet header compression function/algorithm.
3 Conclusions
Observation 1: It is very important to figure out which level is appropriate for TSN integration needed in 5G System.
Observation 2: It is an inevitable choice that the addition of the adaptation layer between the factory hosted TSN network or TSN sub-net and the 5G System to enable the 5G system can transmit/receive and process the packet of Ethernet SDU, which includes the adaptation layer between the Ethernet device/switch and NR UE, and the adaptation layer between the Ethernet device/switch and UPF.

Observation 3: Whether an adaptation layer need to be located in the gNB side or not depends on whether gNB need directly acquire and interpret some information from TSN system, such as, timing information for synchronization or jitter control or gNB is unware of any information from TSN system.
Observation 4: The existing 3GPP defined SPS/Grant free mechanism with other scheduling and prioritization rules can be utilized to fulfil the same performance of resource reservation, cyclic queuing and forwarding, except jitter control, in TSN system, which is more suitable for radio interface.
Observation 5: Since most of the fields in Ethernet header are static and typical data packets for industrial application are short, gain from the header compression is significant.

Observation 6: The principle of RoHC can be reuse to design a mechanism to compress the Ethernet header, identifying the compression fields according to the requirement of latency, reliability and capacity requirement. 
Proposal 1: RAN2 need work on the addition of the adaptation layer between the factory hosted TSN network or TSN sub-net and the 5G System to enable the 5G system can transmit/receive and process the packet of Ethernet SDU, which includes the adaptation layer between the Ethernet device/switch and NR UE, and the adaptation layer between the Ethernet device/switch and UPF.
Proposal 2: RAN2 need study whether an adaptation layer need to be located in the gNB side or not, which depends on whether gNB need directly acquire and interpret some information from TSN system, such as, timing information for synchronization or jitter control or gNB is unware of any information from TSN system.
Proposal 3: It is proposed to enable Time synchronization between UEs through the gNB.
Proposal 4: The methods to provide a sufficiently granular time reference value to a UE from an eNB approved in the WID on URLLC for LTE can be reused in NR as baseline.

Proposal 5: The left issues and enhancements need to be studied in this SI, e.g. the calculation method of synchronization value and security protection and authorization operation over the accurate timing information.
Proposal 6: It is proposed to utilize the existing 3GPP defined SPS/Grant free mechanism with other scheduling and prioritization rules to fulfil the same performance of resource reservation, cyclic queuing and forwarding, except jitter control, in TSN system.

Proposal 7: The necessity of enhancement of the triggering condition of current SPS traffic pattern reporting and other timely reporting methods.
Proposal 8: It is proposed to design a mechanism to control jitter through RAN node in RAN2.
Proposal 9: RAN2 can design the Ethernet header compression guided by the principle of existing RoHC mechanism, identifying the compression fields according to the requirement of latency, reliability and capacity requirement. 

Proposal 10: RAN2 need make decision on which layer to specify the design of Ethernet header compression function/algorithm.
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Time Sensitive Networking related enhancements:


Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)


Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1). Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.


Ethernet header compression (RAN2):


Analysis of the benefits and the scenario (e.g. what are the formats and size of Ethernet frame to be considered, are VLAN fields included, protocol termination etc.). 


Definition of the requirements for a new header compression.


Performance evaluation of TSN requirements as captured in TR 22.804 clause 8.1 (RAN2/RAN1/RAN3)


NOTE: This task is related to TSN specific requirements, which are not evaluated as part of “Study on physical layer enhancements for NR ultra-reliable and low latency case”. It is not intended to discuss/agree additional simulation assumptions for this case. 


Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress
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