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1	Introduction
[bookmark: _GoBack]According to the decision from RAN plenary and according to the updated SID for NR Industrial IoT [1], during the RAN2#103bis meeting, RAN2 should treat the LS from SA2 ([2]). In the LS, RAN WGs are requested to perform an analysis of whether NR is able to meet the requirements to support TSN networks as outlined in TR 22.804 clause 8.1 ( [3] ). The requirements can be divided into two main components: performance and synchronization and their analysis needs an effort from RAN1, RAN2 and RAN3. This paper first discusses how to interpret the performance requirements and proposes a way forward on how to split the work between the Work Groups and how to proceed with the analysis, keeping in mind also the work being done as part of the L1 URLLC enhancements. 
2	Introduction to 5GS TSN support
Use-cases for 5GS TSN support are defined in TR 22.804 by means of E2E performance requirements, and the objective of the LS to RAN WGs is to break down those requirements to the NR level. To understand the relation between NR and E2E requirements, the target deployment as well as the overall integration architecture must be understood. In this section we focus entirely on the user plane and integration requirements while the following section deals with the stringent synchronization requirements of 5G TSN support.
2.1	5GS integration into TSN networks
To facilitate and accelerate the insertion of the 5G system into industrial environments, it is a target to have seamless integration and interplay with existing Industrial Ethernet technologies, Time Sensitive Networking (TSN) being the main focus in SA2. TSN is a set of standards that define mechanisms for the time-sensitive (i.e. deterministic) transmission of data over Ethernet networks. It is under development by the Time-Sensitive Networking task group of the IEEE 802.1 working group. 
Figure 1 shows an example TSN network architecture. It consists of end stations (also known as talkers or listeners) that are inter-connected to each other via one or multiple Ethernet bridges with time-sensitive (deterministic) transmission capabilities. In the depicted architecture, the Centralized User Configuration (CUC) node defines the desired data flows between a talker and one or multiple listener(s), e.g. packet size, transmission periodicity and required latency. This is often done manually by an operator at the industrial premises. The combined requirements for all TSN flows are then received at the Centralized Network Controller (CNC), which translates them into detailed transmit/receive schedules for the egress/ingress points of each of the TSN bridges involved in the communication. The CNC scheduling decisions are based on a-priori collected knowledge of the underlying network topology as well as the performance and functional capabilities of each network node. Alternatively, distributed or hybrid TSN configuration methods are possible but are not considered here.
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Figure 1: Example of TSN architecture according to the fully centralized model (cc. IEEE 802.1Qcc)
In the following sub-sections, the different options for integration of 5GS into TSN networks considered in SA2 are shortly summarized.
2.1.1	5GS appearing as Ethernet link(s) 
In a first option, E2E 5GS system may mimic for each PDU session an Ethernet cable, e.g. present to the connected system (on both UE and UPF side) a fixed delay and bandwidth model. As shown in Figure 2, the link goes from the reference points N6 (UPF side) to a reference point N60 (UE side), where the latter is under consideration in SA2. It forms the simple method of transparent integration. There are many techniques with Industrial Ethernet systems that rely on consistent behavior of a cable not to register as faulty and the 5GS deployment must adhere to such challenging requirements. As example, the TTI time-resolution of the 5GS is very coarse compared to the resolution and time dispersion of a GbE connection, and thus some de-jittering elements (or cable adapters) will in principle be needed for the N60 and N6 interfaces. Such de-jittering functions may be deployed in the UE or UPF or could instead be external adapters outside of N6 and N60 interfaces, e.g. specified outside of 3GPP. The synchronization solution will be important to monitor this 5GS E2E delay and compensate for it at the end points.
As 5GS mimics an Ethernet link between an Ethernet port on the UE side and an Ethernet port on the UPF side (e.g. cable) the intrinsic Ethernet capabilities of the 5GS system can be reduced to simple transport (e.g. no switching, etc.) according to the TSN stream schedules of the neighboring TSN-aware bridges. The 5GS must be configured to act as a cable for TSN flows and the connection needs to be active before the CNC can start its discovery protocols, schedule calculation and configuration actions. 
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Figure 2: 5GS as Ethernet link per PDU session


2.1.2	5GS appearing as Ethernet bridge
In the next integration option, the 5GS is seen as an IEEE TSN compliant Ethernet bridge which has ports that refer to a number of UE connections and UPF connections. Being a bridge, more inherent Ethernet capabilities need to be supported including inherent Ethernet switching etc. To be TSN compliant, also other requirements need to be considered such as TSN scheduler support which are still being analyzed in SA1 and SA2. In Figure 3, an option is shown where adaptation to the specifics of the external TSN system is considered by means of adaptation functions handling both user plane and control plane elements of integration. Such adaptation functions could in principle be integrated also into the UE and UPF functions as well as PCF (similar as shown for the link model previously).
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Figure3: 5GS as an Ethernet bridge
Note that in the TSN management framework, the 5GS as a bridge can report different performance numbers for each UE-UE or UE-UPF port combinations. E.g. it is supported that some port combinations have reduced delay/bandwidth performance and the CNC can then take these numbers into its E2E schedule calculations and decisions.

2.1.3 5GS as integrated TSN framework 
The last option discussed in SA2, is a full integration of TSN and 5GS network elements. In this option, individual nodes of the 5G system (e.g. UPF, gNB, UE) interact with TSN procedures initiated by TSN end-points and TSN controllers. This allows the 5G system and associated infrastructure to present itself as multiple TSN-compatible end-points. SA2 has concluded that adopting the Integrated TSN approach will involve more extensive specification work and should be considered if the "adapted TSN approach" is found to have significant difficulties. For instance, if gNB is becoming part of TSN subnet it may need to support requirements to perform resource reservation using SRP (in IEEE 802.1Qat), centralized Network Configuration (in IEEE 802.1Qcc) and support time-aware scheduling (in IEEE 802.1Qbv).
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Figure 4: Integrated TSN framework
2.1.4 Impact to user plane performance of different integration methods
In the following table, the components in the chain that impact the user plane performance E2E (either as link or bridge) are shown.
Table 1. Processing functions in the user plane path
	Processing element
	Link model
	Bridge model

	UPF to TSN transfer, Ethernet interface potentially with some time gating properties for provisioning of deterministic delay or alignment to time resolution expected by TSN system. At N6 reference point or after adapter.
	Yes
	Yes

	UPF TSN flow processing, e.g. processing and transport of incoming messages and mapping to Ethernet PDU sessions and vice versa
	Yes
	Yes

	RAN delays, e.g. N3 transport, gNB processing and buffering, propagation and air interface transmissions and UE processing
	Yes
	Yes

	UE TSN flow processing, i.e. processing of incoming messages to Ethernet PDU sessions or vice versa
	Yes
	Yes

	UE to TSN transfer, Ethernet interface mapping potentially with some time gating properties (at N60 reference point or after adapter)
	Yes
	Yes



Similar functionalities will be needed for both bridge and link models, although the location of such elements may differ between the two integration models. From a user plane perspective, the 5GS as a bridge will have the same functional entities as the 5GS as a link option. E.g. meeting the same UPF-UE E2E delay would end up to the same budget for the RAN.  
For an integrated TSN framework model, each network element of the 5GS would report a worst-case figure to the CNC. E.g. no trunking efficiency effects could be considered throughout the system. As Ethernet packets (mapped to PDU sessions) anyway need to proceed though both UE, gNB, and UPF elements for E2E processing, it is uncertain that such a model could provide some performance benefits, e.g. leave additional budget for the 5GS and RAN. Hence, it is assumed that the distributed integration model would leave the same budget for the RAN as for the link and bridge models. However, more clarification of this integration model would be needed in SA2 provided more accurate analysis should be conducted.

Observation 1: From RAN perspective, the performance requirements of TSN networks are the same regardless of the integration models considered in SA2.
2.2	Achieving deterministic communications in 5GS NR
Figure 5 shows an example on how to provide deterministic performance with limited impact on Rel-15 5GS specifications. In such example, payloads arrive at the UE with a known periodic time interval T. Such payloads are transmitted over the air interface in the uplink direction using e.g. the URLLC framework to guarantee the correct reception at the gNB with a certain latency and reliability constraint. In some TSN deployments it is critical not only if a message comes too late but also if it comes too early. To compensate the inherent latency variations introduced by the RAN, transport interfaces, among other components, a de-jittering function can e.g. be deployed as part of the User Plane Function (UPF) to hold-and-forward incoming packets from the gNB such that they are delivered to the data network with an agreed fixed latency of X ms (includes delay and maximum allowed jitter of that application). For other applications more resistant to jitter, such a de-jittering function may not be needed. 
The value of X should account for the worst-case delay performance of the different network components, e.g. queuing delays, (H)ARQ retransmissions and re-ordering in the RAN, etc. Such an approach allows to achieve deterministic communications on an end-to-end basis while still allowing certain level of dynamism on the lower layers. To guarantee deterministic data transport in the downlink direction, a similar de-jittering function would also be needed on the other side of the link/bridge, i.e. in the UE. The need for a de-jittering function would be similar for both the link and bridge models.
Observation 2: A de-jittering function deployed at the edges of the 5GS (e.g. UPF in UL, and UE in DL) allows to achieve deterministic communications on an end-to-end basis while still allowing certain level of dynamism on the lower layers. Such a de-jittering function does not have to be standardized in 3GPP as part of the RAN.
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Figure5: Uplink example on how to achieve deterministic communications in the 5GS.
With a de-jittering buffer as shown above able to store and hold up to the maximum NR delay, the RAN does not need to regard too early delivery as an error but can focus on delivery within time. It gives also flexibility in radio resources management procedures to optimize spectral efficiency. E.g. going forward assessing the capability of 5GS, we should only consider whether the maximum delay of the 5GS is able to meet the requirements of TSN.
Observation 3: For the TSN requirements evaluation in RAN, we only need to consider maximum allowable latency value and can disregard jitter.
For correct operation of a de-jittering buffer, it is assumed that all end-point elements (e.g. UE and UPF side) are synchronized with a common understanding of absolute time.

2.3 	5G TSN performance requirements
[bookmark: _Hlk525112051]TR 22.804 Section 5.3 describes a large set of use cases and applications that need to be supported in the 5GS as part of the Factories of the Future or Industry 4.0 vertical domain. Motion control is among the most challenging and demanding applications, with strict requirements in terms of end-to-end latency, jitter, reliability, and absolute time-synchronization.
TSN flows can have very specific characteristics, many of which are covered under the targets of L1 eURLLC enhancements for R16. For the evaluation in NR Industrial IoT work, we focus on those most strict cases as defined in TR 22.804. When TSN flow is setup between a listener and a talker (e.g. could be a talker connected on UPF side of the 5GS and a listener connected to the UE side of the 5GS), often these flows are fully specified, meaning exact time of delivery of messages that have a fixed payload size. For most critical control loops, the traffic is often periodic and bi-directional. The offset and periodicity between downlink and uplink transmission periods may be different. Further, groups of TSN end-stations may need to receive messages from the same controller at the same time. 
A non-exhaustive summary of motion control traffic characteristics and related requirements can be found in the following table:
[bookmark: _Ref525117015]Table 2: Summary of example traffic characteristics and requirements for industrial motion control use cases from TR 22.804
	Case
	#UE
	Communications service availability
	Transmit period
	Allowed E2E latency
	Survival time
	Packet size
	Service area
	Traffic periodicity

	I
	20
	99,9999% to 99,999999%
	0.5 ms
	≤ Transmit period
	Transmit period
	50 bytes
	100 m x 100 m x 30 m
	Periodic

	II
	50
	99,9999% to 99,999999%
	1 ms
	≤ Transmit period
	Transmit period
	40 bytes
	15 m x 15 m x 3 m
	Periodic

	III
	100
	99,9999% to 99,999999%
	2 ms
	≤ Transmit period
	Transmit period
	20 bytes
	10 m x 5 m x 3 m
	Periodic

	IV
	N/A
	99.9999%
	N/A
	< 1 ms
	N/A
	N/A, but service bit rate from 150 kbit/s to 4.61 Mbits/s
	N/A
	Aperiodic



As observed in Table 1, motion control use cases typically require periodic transmission of payloads that need to be delivered with a total latency below or equal the transmission periodicity. Jitter requirements (i.e. variations of end-to-end latency) are not explicitly specified in the document; however, some other sources suggest the need to keep the experienced jitter below 1 µs (i.e. ± 0.5 µs variations over the specified deadline) to e.g. guarantee synchronism in the movement or rotation of multiple mechanical parts and to comply with existing industrial communication systems. Jitter at those rates cannot be guaranteed due to physical limitations of the 5G NR numerology versus any arbitrary transmit period and in such cases a de-jittering buffer will be needed (in UPF/UE or in TSN application on UPF or UE side). As mentioned above, in RAN we should focus only on meeting the latency requirement, so the situation resembles the classical URLLC case with the difference that with the periodic TSN flow types, we know the schedule of the traffic in advance. 
Survival time above indicates that the application system produces a critical error if no message is received within that time. The timer starts at the point when the previous message was expected but not received. While unclear from the SA1 requirements, we assume that when the survival time is set to the transmit period, a single message can be lost without causing a critical system failure. For some cases, and assuming that successive messages are transferred with uncorrelated errors through 5GS and the RAN, it may be possible to lower the single-message reliability target to leverage the survival time. In the worst-case analysis (e.g. correlated successive errors) we need each message to be at the required reliability level. 
Proposal 1: For TSN performance evaluation objective in RAN, focus should be on the use cases and requirements captured in Table 2. 
We think that the evaluation of latency and reliability requirements should be RAN1 task. It should be also noted RAN1 is already working on evaluating NR towards 1 ms latency and 10-6 reliability requirement, so at least part of the use cases above may have been already considered during L1 URLLC enhancements SI and the additional effort will be limited. When it comes to the reliability requirements more stringent than 10-6, we do not think RAN1 needs to necessarily look into those. It should be remembered that additional reliability can be achieved in higher layers with, e.g. PDCP duplication or with additional means for redundancy studied by SA2. Further, survival time may help towards the reliability targets for each individual message.
Observation 4: RAN1 is already evaluating NR towards 1 ms latency and 10-6 reliability requirements as part of L1 enhancements for URLLC SI.
Proposal 2: RAN1 should be responsible for evaluating latency and reliability requirements of the use cases in Table 2. We should however point to RAN1 that there is no need to target reliability better than 10-6, since additional robustness can be achieved with redundancy in higher layers (e.g. with PDCP duplication).
Above requirements are for E2E and a corresponding budget for the RAN needs to be estimated. Our assumptions for performance values are given in the following table.
Table 3 - Estimation of user plane latency budget for the RAN part of 5GS
	Delay component
	Assumed value
	Comments

	E2E delay requirement (one-way)
	0.5 - 2.0 ms
	From TR 22.804, see details above
We assume that this delay is available for the complete 5GS system E2E (including adaption functions as discussed), e.g. from N60 to N6 interfaces (or including adapters if some functions are moved out from UE and UPF). 

	This E2E delay can be distributed between Core, UE and RAN:

	Core side total:
· UPF-N6 mapping
· UPF TSN flow processing
· UPF-N3 mapping
	< 100 us

	State of the art TSN switches have delays < 50 us

	UE side total (non-NR):
· UE TSN flow processing
· UE-N60 mapping
	< 100 us
	TSN devices are assumed to have state-of-the-art processing capabilities optimized for handling TSN flows

	RAN side budget:
· N3 interface
· gNB processing
· Air interface transmission
· UE processing
	0.3 - 1.7 ms
	Applies equally to 5GS as a link, 5GS as a bridge, and more fully integrated options (best case)



Achieving 0.5 ms latency on air interface will already be a challenging task and based on the above assumption that requirements given by TR 22.804 are for E2E application, the latency introduced by UE/gNB processing and network interfaces will further reduce the delay budget available to air interface transmission. However, 5G system for TSN purposes may be specifically designed, e.g. UPF can be collocated with a gNB to reduce the latencies. Hence, we propose that for the sake of the analysis in RAN1, it is assumed that the 0.5 ms latency is available for the transmission between gNB and UE. 
Proposal 3: For the analysis of the 0.5 ms latency target, we should assume that the delay introduced by network interfaces is negligible and does not have to be considered in the analysis. 
Although the latency and reliability targets should be analyzed by RAN1, RAN2 would also have some work to do to allow efficient support of deterministic traffic. Semi-persistent scheduling is very attractive in terms of handling periodic and well-defined traffic flows:
· As payloads in terms of size, periodicity and timing are known in advance (as configured for both ingress and egress) by the CNC
· As control channel reliability issues should be avoided as much as possible
For small payloads typically found in TSN, it is expected that the benefits of SPS outweigh its drawbacks.
Proposal 4: RAN2 should analyse how the flexibility of the current SPS framework can be extended for both uplink and downlink to be able to configure SPS flows flexibly related to time period (periodicity), TTI duration, as well as offset of TSN flow. 
3	Summary and the proposed work split
This paper introduced the concept of Time Sensitive Networking in the light of the LS received from SA2 in [2]. The following observation are made in the paper:
Observation 1: From RAN perspective, the performance requirements of TSN networks are the same regardless of the integration models considered in SA2.
Observation 2: A de-jittering function deployed at the edges of the 5GS (e.g. UPF in UL, and UE in DL) allows to achieve deterministic communications on an end-to-end basis while still allowing certain level of dynamism on the lower layers. Such a de-jittering function does not have to be standardized in 3GPP as part of the RAN.
Observation 3: For the TSN requirements evaluation in RAN, we only need to consider maximum allowable latency value and can disregard jitter.
Observation 4: RAN1 is already evaluating NR towards 1 ms latency and 10-6 reliability requirements as part of L1 enhancements for URLLC SI.
For TSN performance evaluation objective of NR Industrial IoT SI, based on the observations and the analysis made in the paper it is proposed to agree on the following with respect to use cases, requirements and the work split between Work Groups:
Proposal 1: For TSN performance evaluation objective in RAN, focus should be on the use cases and requirements captured in the following table:
	Case
	#UE
	Communications service availability
	Transmit period
	Allowed E2E latency
	Survival time
	Packet size
	Service area
	Traffic periodicity

	I
	20
	99,9999% to 99,999999%
	0.5 ms
	≤ Transmit period
	Transmit period
	50 bytes
	100 m x 100 m x 30 m
	Periodic

	II
	50
	99,9999% to 99,999999%
	1 ms
	≤ Transmit period
	Transmit period
	40 bytes
	15 m x 15 m x 3 m
	Periodic

	III
	100
	99,9999% to 99,999999%
	2 ms
	≤ Transmit period
	Transmit period
	20 bytes
	10 m x 5 m x 3 m
	Periodic

	IV
	N/A
	99.9999%
	N/A
	< 1 ms
	N/A
	N/A, but service bit rate from 150 kbit/s to 4.61 Mbits/s
	N/A
	Aperiodic



Proposal 2: RAN1 should be responsible for evaluating latency and reliability requirements of the use cases in Table 2. We should however point to RAN1 that there is no need to target reliability better than 10-6, since additional robustness can be achieved with redundancy in higher layers (e.g. with PDCP duplication).
Proposal 3: For the analysis of the 0.5 ms latency target, we should assume that the delay introduced by network interfaces is negligible and does not have to be considered in the analysis. 
Proposal 4: RAN2 should analyse how the flexibility of the current SPS framework can be extended for both uplink and downlink to be able to configure SPS flows flexibly related to time period (periodicity), TTI duration, as well as offset of TSN flow. 
Finally, based on the observations and the analysis made in this paper, we think it is important to indicate to SA2 that even though RAN WGs still need to analyze the TSN requirements in detail, no blocking point was identified, which would prevent SA2 from further studying any of the TSN integration options they considered.
Proposal 5: RAN2 should indicate to SA2 that even though RAN WGs still need to analyze the TSN requirements in detail, no blocking point was identified, which would prevent SA2 from further studying any of the TSN integration options they considered.
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