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1
Introduction
The IAB study item aims to define integrated access and backhauling (IAB) solutions for NR [1]. Two architecture groups have been defined and included in the study [2].
This contribution assesses the principle difference between Architecture options 1a (adaptation above/at MAC and adaptation above RLC), 1b and 2a and captures the summary. Further, it proposes to capture the comparison to the TR 38.874.  
2
Discussion
The principle architecture options of interest in TR 38.874 have different technical and non-technical impacts that affect solution complexity, flexibility, standardization effort and scope, time to market, deployment options, user plane and control plane efficiency, reliability, complexity and latency.   These impacts need to be assessed and discussed in the context of likely deployment scenarios before one or more of the architectures is selected for normative work.  The assessment below focuses on aspects that vary among the proposed architectures, are externally observable and are likely to be factors that affect certain deployment scenarios.  It does not include all differences that have been discussed in RAN2 and RAN3.  
For architecture 1a we distinguish between an architecture with a MAC adaptation layer, where UEs are individually observable in the scheduler at each hop, and aggregated UE bearers with an adaptation layer above RLC, as this impacts scalability, QoS and scheduling.   Other differences among 1a options are left for examination in other contributions. 
Table 1 below summarizes key aspects of each approach. The architecture with a clear advantage is highlighted in green.  
Following provides an overview of comparison aspects in each category as listed in the table:
User Plane aspects:

1. Protocol Overhead reflects the depth of the user plane protocol stack, which for small packet size affects efficiency.
2. IAB Node Scheduling / QoS is the granularity of scheduling on IAB nodes.   For non-QoS traffic, scheduling is considered optimized when proportional fairness is maintained amongst UEs.  This is possible when UEs are individually scheduled.
3. Impact of IAB node HO on access UEs notes the effect on UEs of switching the IAB node user plane (HO) to maintain backhaul connectivity.   None of the architectures require changes to UEs
4. Forwarding indicates the use of a new Adaptation layer or the use of an IP layer for forwarding

Control Plane aspects:

1. Inter-IAB Signalling shows the protocol used to communicate between IAB nodes (DU<->DU or gNB<->gNB)

2. Signalling to CN Functions indicates the reasons for additional control plane activity due to IAB

3. IAB Node Connectivity Change shows the impact of an IAB node handover on other nodes 

4. CU location is the location of the CU in a given IAB architecture option
5. Latency (UE RRC) is the latency between the UE’s DU and CU, and reflects the CU location 
6. Latency (NG-AP) is the latency between the UE’s CU and the AMF, and also reflects the CU location 
Topology Management aspects:
1. Centralized vs Distributed reflects the ability to support distributed and/or centralized topology management 
2. Multi-connectivity & Route Redundancy shows the supported methods (via multiple MTs and/or Dual Connectivity)

Deployment aspects: 
1. Transport of LTE Access and non-3GPP Access is the ability to transport via IAB accesses other than NR

2. Support for CU/DU split is the ability to support F1 for IAB

3. Multi-hop support is the ability to support multi-hop

Non-Technical aspects:

1. Complexity / Implementation efforts reflect the level and complexity of new protocols and procedures 
2. Time to Market reflects the similarities / differences from current and planned implementations of 5G

3. Feasibility of pre-standards solutions reflects how easily current products can be adapted to support the architecture.

4. Standardization Impact (RAN2/RAN3/SA) shows the expected effort to standardize the solution outside of RAN1.   RAN1 effort is expected to be similar across the architecture options.

5. Standards Areas Impacted reflects the 3GPP areas the solution affects.

	Topic
	Sub-topic
	1a-1: MAC adaptation
	1a-2: Aggregated UE bearers
	1b UE and IAB PDU Sessions
	2a Connectivity Service

	User plane
	Protocol overhead
	Minimum overhead
	Medium
	Medium
	Medium

	
	IAB / Donor Node Scheduling/QoS
	Per user
	per-aggregated IAB Bearer 
	per-aggregated IAB Bearer 
	per-aggregated IAB Bearer 

	
	Impact of IAB node HO on access UEs
	IAB Node HO to Different Donor (CU or DU)
	IAB Node HO to Different Donor (CU)
	No Impact
	No Impact

	
	Forwarding
	Adaptation Layer ID
	Adaptation Layer ID or IP@
	Adaptation Layer ID
	DU or MT IP@

	Control plane
	Inter-IAB signaling
	Adaptation Layer
	Adaptation Layer
	Adaptation Layer
	Xn (XnAP)

	
	Signaling to CN functions
	Donor/CU change (HO)
	Donor/CU change (HO)
	Donor/CU change (HO)
	UPF selection, re-location when BH link changes (similar to 4G HeNB w/LGW)

	
	IAB Node Connectivity Change (Handover)
	Inter-CU requires UE HO and F1 relocation of other IAB nodes in hierarchy
	Inter-CU requires UE HO and F1 relocation of other IAB nodes in hierarchy
	Inter-CU requires F1 relocation of other IAB nodes in hierarchy
	Normal HO

	
	CU Location
	Donor 
	Donor 
	Donor
	IAB Node or Donor

	
	Latency (UE RRC)
	High – multi-hop
	High – multi-hop
	High – multi-hop
	Low – single hop (gNB)
High – multi-hop (CU-DU)

	
	Latency (NGAP)
	Low – single hop
	Low – single hop
	Low – single hop
	High - multi-hop (gNB)
Low – single hop (CU-DU)

	Topology Man.
	Centralized vs. distributed TM
	Centralized at the donor (CU), topology exchange between donors (Xn)
	Centralized at the donor (CU), topology exchange between donors (Xn)
	Centralized at the donor (CU), topology exchange between donors (Xn)
	Distributed or centralized at the donor collecting information from IAB nodes (Xn signaling).

	
	Multi-Connectivity & Route Redundancy
	via Adaptation Layer Forwarding and/or multi-MT IAB Nodes
	via Adaptation Layer Forwarding and/or multi-MT IAB Nodes
	via Adaptation Layer Forwarding and/or multi-MT IAB Nodes
	Via IP forwarding, dual-connectivity and/or multi-MT IAB Nodes

	Deployment
	Transport of LTE Access & non-3GPP Access
	No
	No
	Yes
	Yes

	
	Support for CU/DU split
	Inherent
	Inherent
	Inherent
	Can be supported between Donor and access IAB node

	
	Multi-hop support
	Yes
	Yes
	Yes
	Yes, but requires IAB Node with gNB+UPF+MT

	Non-technical 
	Complexity, implementation efforts
	Medium
	Medium
	Medium-to-High
	Low

	
	Time to Market
	Challenging for early 5G deployment
	Challenging for early 5G deployment
	Challenging for early 5G deployment
	Sooner due to simplicity

	
	Feasibility of pre-standards solutions
	Low
	Low
	Low
	Easier than group 1 arch.

	
	Standards Impact (RAN2/RAN3/SA)
	High
	High
	High
	Low

	
	Standards Areas Impacted
	RAN
	RAN
	RAN
	RAN & NGC


Table 1: Comparison of IAB Architecture Options
The principle advantages of each architecture option are noted as follows:
1a-1: MAC Adaptation: 
1. It has minimum protocol overhead since the Adaptation layer is above MAC.  The other architecture 1 options have the adaptation layer above RLC.  2a does not have an adaption layer, but requires a full UE and gNB stacks.
2. Individual UE Scheduling at each IAB node and Donor best approximates proportional fair service to UEs and allows per-UE QoS at each IAB hop.   Other options have aggregated bearers that require scheduling mechanisms that less accurately approximate proportional fair.

3. Latency of NGAP is low since CU is located in Donor.

4. Standards Impact is primarily in RAN

5. Inherently supports CU/DU split and multi-hop

1a-2: Aggregated UE bearers: 

1. Latency of NGAP is low since CU is located in Donor.

2. Standards Impact is primarily at RAN

3. Inherently supports CU/DU split and multi-hop

1b: UE and IAB PDU Sessions

1. No impact to access UEs when an IAB node changes connectivity (does handover) due to radio conditions.  Options 1a-1 and 1a-2 require other IAB nodes and access UEs to HO when an IAB node does a handover (eg: to a different donor CU).
2. Latency of NGAP is low since CU is located in Donor.

3. IAB can transport LTE or non-3GPP access.

4. Inherently supports CU/DU split and multi-hop

5. Standards Impact is primarily RAN

2a: Connectivity Service
1. No impact to access UEs when an IAB node changes connectivity (triggers HO) due to radio conditions.  Options 1a-1 and 1a-2 requires UEs to HO when an IAB node does a handover (eg: to a different donor CU).

2. No impact to other IAB nodes in the hierarchy when an IAB node changes connectivity (triggers HO).  In architectures 1a and 1b, other IAB nodes must do an F1 relocation when there is an inter-CU handover.
3. Does not require new Adaptation Layer.  Forwarding uses existing F1 or NG transport IP layer

4. IAB Node connectivity change (HO) does not impact other nodes in IAB hierarchy. 

5. Latency of RRC is low when CU is located in IAB Node.

6. IAB can transport LTE or non-3GPP access.

7. Has lower complexity and shorter time to market as it reuses PDU sessions as the basis for transport over IAB hops.
8. Similarity to Rel-15, makes early pre-standards solutions more feasible

9. Low standards impact across RAN2/RAN3/SA.

Summary

The paper compared architecture 1a, 1b and 2a and noted positive attributes of each.  

Proposal 1: Given the evident benefits of architectures 1a, 1b and 2a, it is proposed that all three architecture options be considered for inclusion in the work item.
Proposal 2: Capture the following TP to the TR 38.874
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Comparison
10.1 Architecture comparisons 

The principle architecture options of interest in TR 38.874 have different technical and non-technical impacts that affect solution complexity, flexibility, standardization effort and scope, time to market, deployment options, user plane and control plane efficiency, reliability, complexity and latency.   These impacts need to be assessed and discussed in the context of likely deployment scenarios before one or more of the architectures is selected for normative work.  The assessment below focuses on aspects that vary among the proposed architectures, are externally observable and are likely to be factors that affect certain deployment scenarios.  It does not include all differences that have been discussed in RAN2 and RAN3.  

For architecture 1a we distinguish between an architecture with a MAC adaptation layer, where UEs are individually observable in the scheduler at each hop, and aggregated UE bearers with an adaptation layer above RLC, as this impacts scalability, QoS and scheduling.   Other differences among 1a options are left for examination in other contributions. 

Table 1 below summarizes key aspects of each approach. The architecture with a clear advantage is highlighted in green.  

Following provides an overview of comparison aspects in each category as listed in the table:

User Plane aspects:

1. Protocol Overhead reflects the depth of the user plane protocol stack, which for small packet size affects efficiency.

2. IAB Node Scheduling / QoS is the granularity of scheduling on IAB nodes.   For non-QoS traffic, scheduling is considered optimized when proportional fairness is maintained amongst UEs.  This is possible when UEs are individually scheduled.

3. Impact of IAB node HO on access UEs notes the effect on UEs of switching the IAB node user plane (HO) to maintain backhaul connectivity.   None of the architectures require changes to UEs

4. Forwarding indicates the use of a new Adaptation layer or the use of an IP layer for forwarding

Control Plane aspects:

1. Inter-IAB Signalling shows the protocol used to communicate between IAB nodes (DU<->DU or gNB<->gNB)

2. Signalling to CN Functions indicates the reasons for additional control plane activity due to IAB

3. IAB Node Connectivity Change shows the impact of an IAB node handover on other nodes 

4. CU location is the location of the CU in a given IAB architecture option

5. Latency (UE RRC) is the latency between the UE’s DU and CU, and reflects the CU location 
6. Latency (NG-AP) is the latency between the UE’s CU and the AMF, and also reflects the CU location 
Topology Management aspects:

1. Centralized vs Distributed reflects the ability to support distributed and/or centralized topology management 

2. Multi-connectivity & Route Redundancy shows the supported methods (via multiple MTs and/or Dual Connectivity)

Deployment aspects: 

1. Transport of LTE Access and non-3GPP Access is the ability to transport via IAB accesses other than NR

2. Support for CU/DU split is the ability to support F1 for IAB

3. Multi-hop support is the ability to support multi-hop

Non-Technical aspects:

1. Complexity / Implementation efforts reflect the level and complexity of new protocols and procedures 

2. Time to Market reflects the similarities / differences from current and planned implementations of 5G

3. Feasibility of pre-standards solutions reflects how easily current products can be adapted to support the architecture.

4. Standardization Impact (RAN2/RAN3/SA) shows the expected effort to standardize the solution outside of RAN1.   RAN1 effort is expected to be similar across the architecture options.

5. Standards Areas Impacted reflects the 3GPP areas the solution affects.

	Topic
	Sub-topic
	1a-1: MAC adaptation
	1a-2: Aggregated UE bearers
	1b UE and IAB PDU Sessions
	2a Connectivity Service

	User plane
	Protocol overhead
	Minimum overhead
	Medium
	Medium
	Medium

	
	IAB / Donor Node Scheduling/QoS
	Per user
	per-aggregated IAB Bearer 
	per-aggregated IAB Bearer 
	per-aggregated IAB Bearer 

	
	Impact of IAB node HO on access UEs
	IAB Node HO to Different Donor (CU or DU)
	IAB Node HO to Different Donor (CU)
	No Impact
	No Impact

	
	Forwarding
	Adaptation Layer ID
	Adaptation Layer ID or IP@
	Adaptation Layer ID
	DU or MT IP@

	Control plane
	Inter-IAB signaling
	Adaptation Layer
	Adaptation Layer
	Adaptation Layer
	Xn (XnAP)

	
	Signaling to CN functions
	Donor/CU change (HO)
	Donor/CU change (HO)
	Donor/CU change (HO)
	UPF selection, re-location when BH link changes (similar to 4G HeNB w/LGW)

	
	IAB Node Connectivity Change (Handover)
	Inter-CU requires UE HO and F1 relocation of other IAB nodes in hierarchy
	Inter-CU requires UE HO and F1 relocation of other IAB nodes in hierarchy
	Inter-CU requires F1 relocation of other IAB nodes in hierarchy
	Normal HO

	
	CU Location
	Donor 
	Donor 
	Donor
	IAB Node or Donor

	
	Latency (UE RRC)
	High – multi-hop
	High – multi-hop
	High – multi-hop
	Low – single hop (gNB)
High – multi-hop (CU-DU)

	
	Latency (NGAP)
	Low – single hop
	Low – single hop
	Low – single hop
	High - multi-hop (gNB)
Low – single hop (CU-DU)

	Topology Man.
	Centralized vs. distributed TM
	Centralized at the donor (CU), topology exchange between donors (Xn)
	Centralized at the donor (CU), topology exchange between donors (Xn)
	Centralized at the donor (CU), topology exchange between donors (Xn)
	Distributed or centralized at the donor collecting information from IAB nodes (Xn signaling).

	
	Multi-Connectivity & Route Redundancy
	via Adaptation Layer Forwarding and/or multi-MT IAB Nodes
	via Adaptation Layer Forwarding and/or multi-MT IAB Nodes
	via Adaptation Layer Forwarding and/or multi-MT IAB Nodes
	Via IP forwarding, dual-connectivity and/or multi-MT IAB Nodes

	Deployment
	Transport of LTE Access & non-3GPP Access
	No
	No
	Yes
	Yes

	
	Support for CU/DU split
	Inherent
	Inherent
	Inherent
	Can be supported between Donor and access IAB node

	
	Multi-hop support
	Yes
	Yes
	Yes
	Yes, but requires IAB Node with gNB+UPF+MT

	Non-technical 
	Complexity, implementation efforts
	Medium
	Medium
	Medium-to-High
	Low

	
	Time to Market
	Challenging for early 5G deployment
	Challenging for early 5G deployment
	Challenging for early 5G deployment
	Sooner due to simplicity

	
	Feasibility of pre-standards solutions
	Low
	Low
	Low
	Easier than group 1 arch.

	
	Standards Impact (RAN2/RAN3/SA)
	High
	High
	High
	Low

	
	Standards Areas Impacted
	RAN
	RAN
	RAN
	RAN & NGC


Table 1: Comparison of IAB Architecture Options

The principle advantages of each architecture option are noted as follows:

1a-1: MAC Adaptation: 

1. It has minimum protocol overhead since the Adaptation layer is above MAC.  The other architecture 1 options have the adaptation layer above RLC.  2a does not have an adaption layer, but requires a full UE and gNB stacks.

2. Individual UE Scheduling at each IAB node and Donor best approximates proportional fair service to UEs and allows per-UE QoS at each IAB hop.   Other options have aggregated bearers that require scheduling mechanisms that less accurately approximate proportional fair.

3. Latency of NGAP is low since CU is located in Donor.

4. Standards Impact is primarily in RAN

5. Inherently supports CU/DU split and multi-hop

1a-2: Aggregated UE bearers: 

1. Latency of NGAP is low since CU is located in Donor.

2. Standards Impact is primarily at RAN

3. Inherently supports CU/DU split and multi-hop

1b: UE and IAB PDU Sessions

1. No impact to access UEs when an IAB node changes connectivity (does handover) due to radio conditions.  Options 1a-1 and 1a-2 require other IAB nodes and access UEs to HO when an IAB node does a handover (eg: to a different donor CU).

2. Latency of NGAP is low since CU is located in Donor.

3. IAB can transport LTE or non-3GPP access.

4. Inherently supports CU/DU split and multi-hop

5. Standards Impact is primarily RAN

2a: Connectivity Service

1. No impact to access UEs when an IAB node changes connectivity (triggers HO) due to radio conditions.  Options 1a-1 and 1a-2 requires UEs to HO when an IAB node does a handover (eg: to a different donor CU).

2. No impact to other IAB nodes in the hierarchy when an IAB node changes connectivity (triggers HO).  In architectures 1a and 1b, other IAB nodes must do an F1 relocation when there is an inter-CU handover.

3. Does not require new Adaptation Layer.  Forwarding uses existing F1 or NG transport IP layer

4. IAB Node connectivity change (HO) does not impact other nodes in IAB hierarchy. 

5. Latency of RRC is low when CU is located in IAB Node.

6. IAB can transport LTE or non-3GPP access.

7. Has lower complexity and shorter time to market as it reuses PDU sessions as the basis for transport over IAB hops.

8. Similarity to Rel-15, makes early pre-standards solutions more feasible

9. Low standards impact across RAN2/RAN3/SA
Given the evident benefits of architectures 1a, 1b and 2a, all three architecture options are to be considered for inclusion in the work item.

10.2
Key performance indicators

10.2.1
Scalability to hop count

10.2.2
Core-network signalling load
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