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1. Introduction

A new study item on Integrated Access and Backhaul (IAB) for NR was approved in RAN#75 [1]. The motivation is to support wireless backhaul and relay links enabling flexible and very dense deployment of NR cells without the need for densifying the transport network proportionately. 
In the previous meetings, end-to-end (E2E) or hop-by-hop (HbH) ARQ were discussed intensively, and a comparison table was listed taking the consideration of many metrics. On the other hand, according to the L2 structure captured in TR 38.874 during RAN2#103 meeting, RLC reassembling function becomes an optional function in E2E ARQ. That is different from previously considered E2E ARQ, where only segmentation is performed at each intermediate IAB node. So it is better to compare the E2E ARQ with reassembling at each intermediate IAB node in terms of all the metrics discussed before. 
In this paper, we will provide a complete comparison between HbH ARQ, E2E ARQ, and E2E ARQ with reassembling, where several items are revised according to the latest meeting progress. 
2. Discussion

2.1 Comparison for the option of “E2E ARQ with reassembling”

In this section, E2E ARQ with reassembling is considered in terms of every metric listed in the comparison table between HbH and E2E ARQ in TR 38.874. 
· Forwarding latency
Since E2E ARQ with reassembling should reassemble each RLC SDU segment at each hop, IAB node need to wait for all the segments of a RLC SDU before reassemble and transmit it to the next hop as same as in HbH ARQ. Hence, packets need to pass through RLC state machine on each hop and a potentially higher forwarding latency would occur.  
· Latency due to retransmission
In E2E ARQ with reassembling, the packet retransmission still need to go through all hops between UE and Donor DU. Hence the latency due to retransmission would increases with number of hops as same as E2E ARQ, which has a potential larger value than HbH ARQ. 
· Capacity
As mentioned before, for E2E ARQ with reassembling, once a packet fails to reach Donor DU or UE, it would be retransmitted going though all hops between UE and Donor DU even though the packets have already been successfully received at the first several hops. Hence, it would have a lower capacity than HbH ARQ. 
· Hop count limitation due to RLC parameters
In E2E ARQ with reassembling, hop count may be limited by the end-to-end RLC latency due to max RLC transmission window size, as same as in E2E ARQ.  A bigger-size SN may be required when hop count is large. 
· Hop count limitation due to PCDP parameters
In E2E ARQ with reassembling, RLC ACK is sent between Donor DU and UE. Hence, RLC transmission window would work on multi-hop RLC transmission. Therefore, hop count does not impact disorder of PDCP PDUs due to RLC ARQ, as same as in E2E ARQ. 

· Processing and memory impact on intermediate IAB-nodes
In E2E ARQ with reassembling, RLC SDU is reassembled at each hop and processing and memory is required on intermediate IAB-nodes. Hence, the processing and memory impact on intermediate IAB-nodes is larger as same as in HbH ARQ. 
· RLC specification impact
In E2E ARQ with reassembling, retransmission has to go through all hops between UE and Donor DU. As reassembling is an existing processing in NR, it would have the same RLC specification impact as in E2E ARQ. 
· Operational impact for IAB-node to IAB-donor upgrades
In E2E ARQ with reassembling, packets need to be reassembled on each hop as same as in HbH ARQ while an end-to-end ARQ architecture is needed. Hence, additional effort may also be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber, although the effort is less than that in E2E ARQ. 
· Configuration complexity
In E2E ARQ with reassembling, an end-to-end ARQ architecture is needed. Hence, as same as in E2E ARQ, RLC timers become hop-count dependent. 
· Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)

In E2E ARQ with reassembling, lossless delivery of UL data during topology change could be guaranteed as same as in E2E ARQ, by retransmitting the unsuccessfully received packets at RLC level though multi-hop forwarding. For HbH ARQ, current specification cannot ensure data lossless delivery in the case of topology change. It is necessary to consider some minor enhancement of PDCP recovery, e.g. delaying RLC ACK to UE until access IAB node receives a confirmation for the corresponding PDCP PDU from Donor CU. 
Proposal 1: Adopt the above comparisons for E2E ARQ with reassembling. 
2.2 Further consideration on HbH versus E2E ARQ
In HbH ARQ, to guarantee lossless delivery of UL data, RLC ACK to UE may be delayed after a confirmation from Donor CU is received, or after a RLC ACK for the corresponding RLC SDU is received from the parent IAB node. Therefore, HbH could also have some minor stage-3 impact to RLC specifications. 
Proposal 2: In terms of “RLC specification impact”, HbH ARQ could potentially have minor RLC impact due to the enhancement for lossless delivery of UL data during topology change. 
2.3 Comparison table
With all the above considerations, it is propose to revise the observation table as follows.  
Table 8.2.3-1: Observations for hop-by-hop ARQ, end-to-end ARQ, and end-to-end ARQ with reassembling at each intermediate hop. 
	Metric
	Hop-by-hop RLC ARQ
	End-to-end RLC ARQ
	E2E ARQ with reassembling

	Forwarding latency
	Potentially higher as packets have to pass through RLC-state machine on each hop.
	Potentially lower as packets do not go through the RLC state machine on intermediate IAB-nodes.
	Same as HbH, with potentially high latency

	Latency due to retransmission
	Independent of number of hops
	Increases with number of hops
	Same as E2E,with higher retransmission latency.

	Capacity
	Packet loss requires retransmission only on one link. Avoids redundant retransmission of packets over links where the packet has already been successfully transmitted.
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted. 
	Same as E2E,with lower capacity.  

	Hop count limitation due to RLC parameters
	Hop count is not affected by max window size.


	Hop count may be limited by the end-to-end RLC latency due to max window size.
	Same as E2E, with hop count limitation due to RLC parameters.  

	Hop count limitation due to PCDP parameters
	Hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. This may increase probability to exceed max PDCP window size.
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 

.
	Same as E2E, hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 



	Processing and memory impact on intermediate IAB-nodes
	Larger since processing and memory is required on intermediate IAB-nodes. 
	Smaller since intermediate path-nodes do not need ARQ state machine and flow window.
	Same as HbH with higher requirement on processing and memory, as reassembling is also required at the intermediate IAB-nodes.

	RLC specification impact
	Potentially minor RLC impact due to the enhancement for lossless delivery of UL data during topology change.  


	Potential stage-3 impact 
	Same as E2E with potential impact  on RLC  Spec. 

	Operational impact for IAB-node to IAB-donor upgrades
	IAB-nodes and IAB-donors use the same hop-by-hop RLC ARQ. As a result, this functionality is completely unaffected by the upgrade of IAB-node to IAB-donor at availability of fiber, potentially reducing the effort required to confirm proper operation. 
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.
	Between HbH and E2E. 
Without the need to test reassembling. 

	Configuration complexity
	RLC timers are not dependent on hop-count.
	RLC timers become hop-count dependent. 
	Same as E2E with higher configuration complexity. 
RLC timers become hop-count dependent.

	Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)
	Current specification cannot ensure data lossless delivery when IAB topology changes are performed without additional enhancements (examples listed below).  
	Lossless delivery ensured due to end to end RLC feedback.
	Same as E2E. Lossless delivery ensured due to end to end RLC feedback. 


Proposal 3:  Adopt the revisions in the observation table provided in the Annex.
3.  Conclusion

In this contribution, a complete comparison between HbH ARQ, E2E ARQ, and E2E ARQ with reassembling are provided..And we have the following observations and proposals:

Proposal 1: Adopt the above comparisons for E2E ARQ with reassembling. 

Proposal 2: In terms of “RLC specification impact”, HbH ARQ could potentially have minor RLC impact due to the enhancement for lossless delivery of UL data during topology change. 
Proposal 3:  Adopt the revisions in the observation table provided in the Annex.
Annex

Text Proposal for TR 38.874
********* Start of Change **********
8.2.3 
Multi-hop RLC ARQ

For RLC AM, ARQ can be conducted hop-by-hop along access and backhaul links (Figure 8.2-1b, c and 8.2-2). It is also possible to support ARQ end-to-end between UE and IAB-donor (Figure 8.2-1a). Since RLC segmentation is a just-in-time process it is always conducted in a hop-by-hop manner. The figures show example protocol stacks and do not preclude other possibilities.
The study includes hop-by-hop ARQ, end-to-end ARQ, and end-to-end RLC ARQ with reassembling. 

The type of multi-hop RLC ARQ and adaptation-layer placement have the following interdependence:

· End-to-end ARQ: Adaptation layer is integrated with MAC layer or placed above MAC layer
· Hop-by-hop ARQ:  No interdependence
End-to-end reliability requires further study.

Table 8.2.3-1: Observations for hop-by-hop ARQ, end-to-end ARQ, and end-to-end ARQ with reassembling at each intermediate hop. 
	Metric
	Hop-by-hop RLC ARQ
	End-to-end RLC ARQ
	E2E ARQ with reassembling

	Forwarding latency
	Potentially higher as packets have to pass through RLC-state machine on each hop.
	Potentially lower as packets do not go through the RLC state machine on intermediate IAB-nodes.
	Same as HbH, with potentially high latency

	Latency due to retransmission
	Independent of number of hops
	Increases with number of hops
	Same as E2E,with higher retransmission latency.

	Capacity
	Packet loss requires retransmission only on one link. Avoids redundant retransmission of packets over links where the packet has already been successfully transmitted.
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted. 
	Same as E2E,with lower capacity.  

	Hop count limitation due to RLC parameters
	Hop count is not affected by max window size.


	Hop count may be limited by the end-to-end RLC latency due to max window size.
	Same as E2E, with hop count limitation due to RLC parameters.  

	Hop count limitation due to PCDP parameters
	Hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. This may increase probability to exceed max PDCP window size.
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 

.
	Same as E2E, hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 



	Processing and memory impact on intermediate IAB-nodes
	Larger since processing and memory is required on intermediate IAB-nodes. 
	Smaller since intermediate path-nodes do not need ARQ state machine and flow window.
	Same as HbH with higher requirement on processing and memory, as reassembling is also required at the intermediate IAB-nodes.

	RLC specification impact
	Potentially minor RLC impact due to the enhancement for lossless delivery of UL data during topology change.  

	Potential stage-3 impact 
	Same as E2E with potential impact  on RLC  Spec. 

	Operational impact for IAB-node to IAB-donor upgrades
	IAB-nodes and IAB-donors use the same hop-by-hop RLC ARQ. As a result, this functionality is completely unaffected by the upgrade of IAB-node to IAB-donor at availability of fiber, potentially reducing the effort required to confirm proper operation. 
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.
	Between HbH and E2E. 
Without the need to test reassembling. 

	Configuration complexity
	RLC timers are not dependent on hop-count.
	RLC timers become hop-count dependent. 
	Same as E2E with higher configuration complexity. 
RLC timers become hop-count dependent.

	Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)
	Current specification cannot ensure data lossless delivery when IAB topology changes are performed without additional enhancements (examples listed below).  
	Lossless delivery ensured due to end to end RLC feedback.
	Same as E2E. Lossless delivery ensured due to end to end RLC feedback. 
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