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Introduction

Latency in the control plane can affect overall network and UE performance. Critical control plane procedures rely on quick delivery of RRC messages. The multi-hop nature of IAB networks contributes to additional delays in the control plane path. However, IAB networks are expected to supplement/enhance macro network coverage indoors and outdoors. Therefore, significantly higher latency for control plane messages could pose problems.

In this contribution we focus on control plane latency in the uplink. Our analysis shows that the uplink control plane latency in IAB can be significantly worse than in conventional networks.

Discussion
Latency has always been a key metric in evaluation of networks. Handover interruption time and duration for radio link failure depend on the duration RRC messages take to be delivered between the UE and the network. For example in a handover scenario, the UE has to transmit a measurement report to the network that (a) indicates that the current serving cell is inadequate, and (b) identifies one or more alternate cells to switch the connection to. The radio conditions at the UE can deteriorate quickly, especially in difficult indoor environments and if highly beam-formed transmissions (such as in millimetre-wave) are used. Therefore, quick delivery of the measurement report to the network is extremely important.
Similarly, in a radio link failure scenario, the UE identifies an alternate cell and attempts to perform connection recovery. Quick delivery of the connection reestablishment request is critical to minimize the interruption time and lost data.

IAB is being designed to extend coverage of the macro network, and to supplement and enhance the macro network coverage and capabilities. In order to be able to use IAB, the control plane latencies in IAB cannot be significantly more than in conventional (non-IAB) networks. Note that the higher latencies apply to both control plane and user plane data. However, control plane traffic is much more sensitive to the latencies because control plane messaging is often tied to some critical functions such as handover or radio link recovery
.
Figure 1 shows a protocol architecture for supporting RRC in an IAB network. It should be noted that RRC messages generated by the UE and the CU are carried over PDCP and the intermediate nodes treat the PDU with the RRC message in a transparent manner.
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Figure 1: Example Control Plane Protocol Architecture (from TR 38.874)
A UE with an RRC message (or any data) to transmit needs to request an uplink resource for the transmission if an uplink resource is not already available. The UE would have an uplink resource already allocated if it has data in its uplink buffer for which it has previously requested an uplink grant, or if there has been an ongoing transmission of uplink data for some time. Given that most data traffic in wireless networks is downlink traffic, it is quite likely that the UE does not have data in its uplink buffer or an uplink resource already available when it needs to transmit an RRC message
.
In a one hop NR network, the UE transmits either an SR (if configured) or a RACH, which results in the grant of an uplink resource, and the message is transmitted in the network. In a multi-hop network the problem is compounded. 
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Figure 2: Uplink Delays in IAB Network

Figure 2 shows the message sequence and data transmission corresponding to an RRC message transmission from the UE through an IAB network route. Intermediate nodes may not have uplink resources, requiring them to go through the steps of requesting uplink resources. The detailed steps are below.
1. UE transmits RRC setup request message to DU of IAB node 3 (after requesting and receiving uplink grant).

2. IAB node 3 DU receives RLC PDU containing RRC setup request and submits it to its MT RLC entity (after appropriate routing decisions) for transmission.

3. MT of IAB node 3 treats the incoming RLC PDU as an uplink data arrival event. If no resources are available for uplink transmission, the UE has to request uplink resources (scheduling request if configured, otherwise RACH). Resources are allocated for uplink transmission.

4. MT of IAB node 3 transmits the RLC PDU to DU of IAB node 2.

5. Actions of Steps 2, 3, 4 performed by IAB node 2 and IAB node 1 in sequence.

6. DU of IAB donor delivers RLC PDU to CU.

It is clear that this process can be significantly longer than the corresponding process in one-hop networks, due to the resource allocation request steps. The primary underlying reason for these delays is that the MT of an intermediate IAB node can only request uplink resources for the transmission when it actually receives the message to be transmitted.
Observation: Uplink control plane latency in IAB networks can be significantly higher than in conventional networks due to the resource allocation steps at the intermediate nodes. The underlying reason for the delays is that the MT of an intermediate IAB node requests uplink resources only after it receives the message to be transmitted. 
The following approaches can be considered to mitigate the delays mentioned above:
· Configuration of frequent SR: Given that the intermediate IAB nodes are in connected mode as long as there are UEs utilizing the route, configuring frequent SR can reduce the delays. However, this frequent SR can consume a lot of resources. Given that uplink control plane traffic is relatively infrequent (even though when it occurs it is generally urgent), frequent SR configuration would be inefficient.
· Semi-persistent resource allocation (Configured Grants): Semi-persistent uplink resources are configured on the links along the route, which are used by the MTs to transmit uplink control plane messages. However, if such resources are set aside for uplink transmission, this implies a large resource consumption (more so than with configuration of frequent SR). Given the relative infrequency of control plane traffic, this would be inefficient. However, if the semi-persistent resources can be pre-configured but activated only as needed, this approach may be able to provide satisfactory performance without a large overhead. Details of this approach need to be studied.
· Pipelining of the message transmission: Given that the route is known beforehand, a request for uplink resources at the serving IAB node can be interpreted as a request for uplink resources along all links of the route. This would require the intermediate nodes to relay an indication that control plane data will be arriving and enable pre-allocation of uplink resources. This effectively “pipelines” the transmission of the message over the hops. The details of this approach need to be studied.
· Carrying of UE RRC over LTE: If UE’s RRC is carried over an LTE interface, then the delays mentioned above are greatly minimized. However, this requires UE to be in non-stand-alone mode and dual connectivity between LTE and NR (EN-DC) to be supported. Also this would require IAB specific configuration for UEs to be provided over LTE for the UEs. Furthermore, this can complicate the IAB specific procedures that are currently being studied. For example, topology adaptation, IAB node configuration, etc are currently being studied within the context of NR; this would require such procedures to also be available on the LTE side. Lastly, such an approach would force the use of EN-DC for all IAB deployments, which is not desirable. 
Proposal 1: RAN2 should discuss the issue described above and the solution directions mentioned.
Proposal 2: The proposal in [1] should be captured in the TR. 
Conclusion

In this contribution we have analysed the uplink control plane latency issues specific to IAB networks. Our observations and proposals are below, and a text proposal is provided in [1].
Observation: Uplink control plane latency in IAB networks can be significantly higher than in conventional networks due to the resource allocation steps at the intermediate nodes. The underlying reason for the delays is that the MT of an intermediate IAB node requests uplink resources only after it receives the message to be transmitted. 
Proposal 1: RAN2 should discuss the issue described above and the solution directions mentioned.

Proposal 2: The proposal in [1] should be captured in the TR. 
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� Note that some specific user plane messaging (e.g. PDCP status report, or RLC status PDU) may also be affected by the latencies in a manner similar to the control plane messages.


� Even downlink data requires uplink feedback (e.g., RLC status PDUs, TCP ACKs, etc). However, such feedback is not very frequent (for example RLC status PDUs may be transmitted in response to missing RLC PDUs). The odds of having uplink feedback for downlink data coincide with the occurrence of a control plane procedure are quite low.
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