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1	Introduction
The current TR 38.874 v0.5.0 contains multiple architecture variants for supporting IAB. Given that there are only two more meetings as part of the study phase of IAB and it is neither necessary nor feasible to have many options standardized, it would be highly beneficial to down select the number of architecture alternatives for further consideration as part of the work item phase.
[bookmark: _Toc524381608][bookmark: _Toc524446076][bookmark: _Toc525751041]It would be highly beneficial to down select the number of architecture options for further consideration during the remaining phase of the study item.
One way of doing this could be to agree on some fundamental issues affecting the architecture options which have now been sufficiently studied in the study phase. Failing to do so will risk that considerable work item time will be spent next year in doing this down selection, leaving us insufficient time to ensure the specifications of IAB are finalized in rel-16. 
One such issue concerns the mapping of bearers. Two options are considered:
· One-to-one mapping: Each UE DRB is mapped onto a separate BH RLC channel on all the hops of an IAB network. Consequently, the number of established BH-RLC channels is equal to the number of the established UE DRBs.
· Many-to-one mapping: Several UE DRBs are mapped onto a BH RLC channel based on network implementation specific parameters, such as the QoS profile. As a result, the number of established BH-RLC channels could be far less than the number of the established UE DRBs.
[bookmark: _Toc523487769][bookmark: _Toc525751042]One open issue is the IAB bearer mapping, where there are two possibilities, namely one-to-one mapping and many-to-one mapping.
This contribution analyses the bearer mapping issue in more detail.
2	Overview 
Figure 1 shows an example of the DL structure of the IAB donor for one-to-one mapping of UE DRB to BH RLC channel. Since a separate RLC entity is required on the BH link for each UE DRB, the number of logical channels needed on the BH links exceeded the current LCID space (32 LCIDs, for which 3 are reserved for SRBs), which demands an LCID space extension or introduction of an additional identifier. 
Figure 2 illustrates an example of the DL structure of the IAB donor for aggregated mapping of UE DRBs to BH RLC channels. This mapping introduces an additional multiplexing step above RLC ARQ. In fact, this aggregation/multiplexing will be done in the newly proposed layer for IAB network, i.e., Adaptation layer, which will provide the routing functionality as well as QoS mapping based on network implementation specific parameters. 



Figure 1: DL L2 structure of IAB Donor for one-to-one mapping of UE bearer to BH RLC channel 


 Figure 2: DL L2 structure of IAB Donor for many-to-one mapping of UE bearer to BH RLC channel 

[bookmark: _Toc525751043]The one-to-one mapping approach will lead to a significant number of BH channels, far exceeding current limit of 32 LCIDs in NR.
[bookmark: _Toc525751044]With the many-to-one mapping approach, it is possible to limit the number of BH channels since additional mapping is performed by the Adaptation Layer.
Apart from extending significantly the required LCID space, other issues with one-to-one mapping architecture for IAB network include:
Signaling overhead: The UE radio bearer context of an access UE should be visible in all IAB nodes along the data path serving the UE, which means a lot of signaling be required to update the UE context in all the relevant IAB nodes whenever the UE context needs to be modified (e.g. at UE state transitions, bearer setup/modification/release, etc.). In addition, lots of signaling will be required for handover/RLF recovery, exacerbating the service interruption time.  
QoS priority management: To achieve QoS priority at UE DRB level, the number of queues and hence the MAC scheduler complexity grows rapidly with the number of DRBs in the network (specially in those IAB nodes closer to the donor DU). Also, a separate BH RLC channel (and corresponding queue) has to be configured for every IAB node MT’s SRB1/2. 
Impact on uplink BSR: One advantage of one to one mapping is the possibility to have a more granular scheduling and thus apply fairness at UE/bearer level. However, independent treatment of UE DRBs on the uplink requires separate uplink buffers for each DRB at each IAB node on the path. In NR, buffer status reporting is done by aggregating logical channels into 8 logical channel groups. Thus, in order to support independent treatment of UE DRBs, it is required to increase the number of logical channel groups (this is discussed in detail in [5]) . 
To summarize, IAB architecture for one-to-one mapping will lead to several issues such as scalability and signaling overhead.
[bookmark: _Toc525751045]One-to-one mapping architecture will lead to several issues such as limitations to scalability and signaling overhead. 
The potential benefits of one-to-one mapping is the fine level of granularity that can be achieved by being able to differentiate between every UE bearer on every hop. It should be noted however that for the majority of bearers e.g. belonging to the same IAB node and QCI, it is most likely not required to have this granularity. Even without IAB, we already have aggregation of several QoS Flows within a DRB.  For most practical deployments, making mandatory one-to-one mapping would significantly increase the overall system complexity for no apparent benefits. 
[bookmark: _Toc525751046]For many bearers e.g. belonging to the same IAB node and QCI, not requiring the individual handling on backhaul interface, one-to-one mapping would significantly increase the overall system complexity for no apparent benefits. 

As already captured in the TR, the many-to-one mapping is not just limited to aggregating all DRBs with the same QoS level into one BH RLC channel, and other parameters could also be considered (e.g. hop count). Thus, it is possible to achieve flexible QoS granularity required for an IAB network, using many-to-one bearer mapping with proper network configuration. Based on the above observations, we propose:
[bookmark: _Toc525751104]Further work on IAB for rel-16 should assume that IAB architectures are capable of many-to-one mapping.
3 	Bearer Aggregation Above vs. Below RLC 
The aggregation of UE DRBs can be performed either above or below the RLC layer. However, performing aggregation above RLC layer offers several advantages compared with RLC case, which are discussed in this section. 
· To implement ARQ hop-by-hop, above MAC aggregation will require several RLC/ARQ entities in the intermediate IAB nodes.    

· As highlighted in [2], the aggregation below RLC (adaptation layer above MAC) requires a change to the RLC-MAC layer interaction and a change to RLC implementation relative to NR Release 15. 

· The L2 overhead for aggregation above MAC will be higher if there is RLC segmentation as the adaptation layer header is added to each RLC SDU segment.

· One possible advantage of above MAC aggregation is it can implement both hop by hop and end to end ARQ solutions. However, as we have explained in detail in [3], there are several issues with end to end ARQ and we have proposed to focus on hop by hop ARQ. 

There are no clear advantages of bearer mapping below RLC (above MAC) where each UE DRB has an independent RLC entity. 
[bookmark: _Toc523387411][bookmark: _Toc523487773][bookmark: _Toc525751047]Above MAC aggregation (adaptation layer above MAC) requires a change to the RLC-MAC layer interaction and a change to RLC implementation relative to NR Release 15.
[bookmark: _Toc525751048][bookmark: _Toc523387412][bookmark: _Toc523487774]The L2 overhead for aggregation above MAC is higher as the adaptation layer header is added to each RLC SDU segment.
Given that many-to-one mapping architecture is flexible enough to support allocation of separate BH RLC channel to UE DRBs and there is no clear benefit of bearer mapping (aggregation) above MAC layer, it is proposed to focus only on the IAB architecture with mapping/aggregation above RLC layer.
[bookmark: _Toc523387195][bookmark: _Toc523570909][bookmark: _Toc523726422][bookmark: _Toc523755724][bookmark: _Toc524254497][bookmark: _Toc524966697][bookmark: _Toc525751105]Further work on IAB for rel-16 should continue with the assumption that the bearer aggregation is performed above the RLC layer.
4 	Conclusion
The following observation is made:
Observation 1	It would be highly beneficial to down select the number of architecture options for further consideration during the remaining phase of the study item.
Observation 2	One open issue is the IAB bearer mapping, where there are two possibilities, namely one-to-one mapping and many-to-one mapping.
Observation 3	The one-to-one mapping approach will lead to a significant number of BH channels, far exceeding current limit of 32 LCIDs in NR.
Observation 4	With the many-to-one mapping approach, it is possible to limit the number of BH channels since additional mapping is performed by the Adaptation Layer.
Observation 5	One-to-one mapping architecture will lead to several issues such as limitations to scalability and signaling overhead.
Observation 6	For many bearers e.g. belonging to the same IAB node and QCI, not requiring the individual handling on backhaul interface, one-to-one mapping would significantly increase the overall system complexity for no apparent benefits.
Observation 7	Above MAC aggregation (adaptation layer above MAC) requires a change to the RLC-MAC layer interaction and a change to RLC implementation relative to NR Release 15.
Observation 8	The L2 overhead for aggregation above MAC is higher as the adaptation layer header is added to each RLC SDU segment.

Leading to the following proposal:
Proposal 1	Further work on IAB for rel-16 should assume that IAB architectures are capable of many-to-one mapping.
Proposal 2	Further work on IAB for rel-16 should continue with the assumption that the bearer aggregation is performed above the RLC layer.

Based on the observations we provide a TP to TR 38.874 in Section 6. 
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------------------------------------------Change 1-------------------------------------------
8.2.4.1	UE-bearer-to-BH-RLC-Channel mapping
An IAB node needs to multiplex the UE DRBs to the BH RLC-Channel. The following two options can be considered on bearer mapping in IAB node.


Figure 8.2.4.1-1 example of one-to-one mapping between UE DRB and BH RLC-Channel
Option 1. One-to-one mapping between UE DRB and BH RLC-channel
In this option, each UE DRB is mapped onto a separate BH RLC-channel. Further, each BH RLC-channel is mapped onto a separate BH RLC-channel on the next hop. The number of established BH RLC-channels is equal to the number of established UE DRBs. To treat each UE DRB independently on the downlink and uplink, the number of RLC BH-channels need to be increased to be able to support a reasonably large number of UEs and DRBs. Similarly, the number of Logical Channel Groups (LCGs) which will group these RLC BH-channels for Buffer Status Report (BSR) will need to be increased.
Identifiers (e.g. for the UE and/or DRB) may be required (e.g. if multiple BH RLC-channels are multiplexed into a single BH logical channel). Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS.


Figure 8.2.4.1-2 example of many-to-one mapping between UE DRBs and BH RLC-channel
Option 2. Many-to-one mapping between UE DRBs and BH RLC-channel
[bookmark: _Hlk525745737]For the many-to-one mapping, several UE DRBs are multiplexed onto a single BH RLC-channel based on specific parameters such as bearer QoS profile. Other information such as hop-count could also be configured. The IAB node can multiplex UE DRBs into a single BH RLC-channel even if they belong to different UEs. Furthermore, a packet from one BH RLC-channel may be mapped onto a different BH RLC-channel on the next hop (details of IAB L2 structure for bearer multiplexing are given in section 8.2.5). All traffic mapped to a single BH RLC-channel receive the same QoS treatment on the air interface. Thus, the current number of logical channel ID (LCID) and LCGs in rel-15 may be enough to provide QoS treatment on the downlink and uplink.

Since the BH RLC-channel multiplexes data from/to multiple bearers, and possibly even different UEs, each data block transmitted in the BH RLC-channel needs to contain an identifier of the UE, DRB, and/or IAB node it is associated with. Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS. 

Table 8.2.4.1-1: Observations for bearer mapping
	Metric
	One-to-one
	Many-to-one

	Number of BH RLC channels

	Leads to increase in the number of BH channels beyond that allowed by 32 LCIDs.
	Existing number of BH channels could be enough, because of the mapping of many bearers into one RLC BH channel.

	Scalability and signaling overhead
	Signaling overhead as UE context to be maintained at each IAB node.
To achieve QoS priority at UE DRB level, the number of queues and hence the MAC scheduler complexity grows rapidly with the number of DRBs in the network.
	No need to maintain UE context at each IAB node, 
Limited number of queues regardless of the number of DRBs/UEs being served.

	More granular scheduling
	Granularity possible at UE DRB level. However, the number of logical channel groups (for BSR) needed to be increased substantially for supporting that. 
	Not possible to provide granularity at UE DRB level.



Per DRB level scheduling granularity that is provided via one-to-one mapping on all backhaul links is not necessary for most deployment scenarios and it leads to system complexity. On the other hand, many-to-one mapping provides a scalable solution that is able to fulfil the requirements of IAB deployment with proper network configurations. Thus, rel-16 work on IAB networks will be based on the assumption that IAB nodes and the Donor DU are able to perform many-to-one mapping of bearers. 


------------------------------------------End of changes-------------------------------------------
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