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1 Introduction

Non Terrestrial Network study item (SID in RP-171450) has been agreed and the work has been started in RAN and RAN1 and RAN3. In this paper, we give our views on NTN scenarios and possible impacts on RAN2.
2 Discussion
2.1 Deployment scenarios and Use cases
According to 38.821, four scenarios are considered as depicted in Table 4.2-1 and are detailed in Table 4.2-2.

Table 4.2-1: Reference scenarios

	
	Transparent satellite
	Regenerative satellite

	GEO based non-terrestrial access network
	Scenario A
	Scenario B

	LEO based non-terrestrial access network
	Scenario C
	Scenario D


Table 4.2-2: Reference scenario parameters

	Scenarios
	GEO based non-terrestrial access network (Scenario A and B)
	LEO based non-terrestrial access network (Scenario C & D)

	Orbit type
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point 
	circular orbiting around the earth

	Altitude
	35,786 km
	600 km

1,200 km

	Spectrum (service link)
	<6 GHz (e.g. 2 GHz)

>6 GHz (e.g. DL 20 GHz, UL 30 GHz)

	Max channel bandwidth (service link)
	30 MHz for band < 6 GHz

400 MHz for band > 6 GHz

	Payload
	Scenario A : Transparent (including radio frequency function only)

Scenario B: regenerative (including all or part of RAN functions)
	Scenario C: Transparent (including radio frequency function only)

Scenario D: Regenerative (including all or part of RAN functions)

	Inter-Satellite link
	No
	Scenario C: No

Scenario D: Yes

	Earth-fixed beams
	Yes
	Scenario C: No (the beams move with the satellite)

Scenario D, option 1: Yes (steering beams), see note 1
Scenario D, option 2: No (the beams move with the satellite)

	Max beam foot print diameter at nadir
	500 km
	200 km

	Min Elevation angle for both sat-gateway and user equipment
	10°
	10°

	Max distance between satellite and user equipment at min elevation angle
	40,586 km
	1,932 km (600 km altitude)

3,131 km (1,200 km altitude)

	Max Round Trip Delay (propagation delay only)
	Scenario A: 562 ms (service and feeder links)

Scenario B: 281ms
	Scenario C: 25.76 ms (transparent payload: service and feeder links)

Scenario D: 12.88 ms (regenerative payload: service link only)

	Max delay variation within a beam (earth fixed user equipment)
	16ms
	4.44ms (600km)

6.44ms (1200km)

	User equipment motion on the earth
	1000 km/h (e.g. aircraft)
	500 km/h (e.g. high speed train)

Possibly 1000 km/h (e.g. aircraft)


NOTE 1:
Each satellite has the capability to steer beams towards fixed points on earth using beamforming techniques. This is applicable for a period of time corresponding to the visibility time of the satellite

According to 38.811, NTN satellite should support multi connectivity with terrestrial network.

Table 4.2.1-1: 5G use cases for Satellite access networks
	5G Service enabler
	5G Use case
	5G Use case description
	Satellite service

	eMBB
	Multi connectivity
	Users in underserved areas (home or in Small Offices, big events in ad-hoc built-up facilities) are connected to the 5G network via multiple network technologies and benefit from 50 Mbps+. Delay sensitive traffic may be routed over short latency links while less delay sensitive traffic can be routed over the long latency links.
	Broadband connectivity to cells or relay node in underserved areas in combination with terrestrial wireless/cellular or wire line access featuring limited user throughput.


2.2 Potential impacts on RAN2
NTN feature much larger propagation delays than terrestrial systems. The one-way delay between the UE and the RAN (whether on-board the satellite/HAPS or on the ground) may reach up to 272.4 ms for GSO (Geostationary Synchronous Orbit) systems, and is greater than 14.2 ms for NGSO (Non-Geosynchronous Orbit) systems. The large RTD (round time delay) impacts on AS procedures are analysed below.
For random access, this large delay makes UE to complete the whole procedure much longer and then will delay the access to the network. Some enhancements for RACH procedure are needed. E.g. the random access response window length in NR should also be revisited to accommodate the round-trip time of NTN. Furthermore, the 2-step RA which is agreed for R16 may have gains on delay reduction in this scenario via reduction of interactions between UE and gNB.
For HARQ, this large delay makes one HARQ process procedure much longer which will impact the number of HARQ process and total HARQ buffer size. The number of HARQ process should be extended to support NTN eMBB use cases. Besides this, in case of HARQ retransmission a TB costs much longer time to accomplish a successful transmission. We may need some duplication mechanisms to reduce the average delay caused by the HARQ retransmission with large RTD.
For DRX, this large delay impacts response drx-HARQ-RTT-Timer and some DRX operation enhancement can be considered for waiting duration for SR response. 
For RLC AM, this large delay makes the ARQ procedure much longer which will impact the length of RLC PDU SN and L2 buffer. The L2 buffer size should be large enough to support NTN eMBB use cases. 
This large delay also makes TA in NTN is much larger than TA in terrestrial network which will impact the range of TA value. However, TA in NTN can be separated into the common part for the altitude of the satellite/HAPS and the part for differential delay in the cell. Common part is expected to be handled by the network.
Proposal1: RAN2 should study the impacts of large RTD on RA, HARQ, ARQ, DRX, TA, etc, for NTN.
We may have benefits of service continuity from multi connectivity of NTN in conjunction with terrestrial network. However, the performance of split bearer is not good in this scenario due to impairment of propagation delay which leads to large asynchronization between the two legs. 
Data transmission disruption will happen during handover procedure usually. Under multi connectivity of NTN in conjunction with terrestrial network, the data transmission interruption in case MCG is terrestrial network is much shorter than that in case MCG is NTN. 
To guarantee QoS, RAN2 should study how to handle large different RTD between satellite NTN and terrestrial network for multi connectivity of NTN in conjunction with terrestrial network. 
Proposal2: RAN2 should study how to handle large different RTD between satellite NTN and terrestrial network for multi connectivity in conjunction with terrestrial network.
For NTN, for large cell size, RTD difference in a beam maybe more than 10 ms (caused by d3 in the following figure from 38.811), which makes gNB's detection window for preamble of RA very large. 
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Figure 7.3.4.1.1-1: NTN systems, new geometry and the cell size

In further, if two consecutive detection windows for preambles overlap in time domain, which may result in confusion in calculating the corresponding RA-RNTI for a received preamble in gNB.

Proposal3: RAN2 should study the impacts caused by large RTD difference in a cell for NTN (e.g., impacts on RACH).
In terrestrial networks, gNBs are usually fixed. However, the satellites move rapidly relative to the earth in NTN NGSO systems. So UE are changing beams or cells rapidly all along. 
For idle UE, the fast pace of cell or beam change creates problems in paging, and even TAU or RNAU if no new mechanisms are introduced. For connected UE, there may be more frequent handovers, especially to support the mobility of UEs in high speed such as aircraft systems featuring maximum speeds of 1000 km/h. In worse cases, data loss may be suffered. Handover based on DC in conjunction with terrestrial network is worth to study also.
Proposal4: RAN2 should study the mobility mechanism for NTN.

3 Conclusion

Based on the discussions in this paper we propose:

Proposal1: RAN2 should study impacts of large RTD on RA, HARQ, ARQ, DRX, TA, etc, for NTN.
Proposal2: RAN2 should study how to handle large different RTD between satellite NTN and terrestrial network for multi connectivity in conjunction with terrestrial network.
Proposal3: RAN2 should study the impacts caused by large RTD difference in a cell for NTN (e.g., impacts on RACH).
Proposal4: RAN2 should study the mobility mechanism for NTN.
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