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Introduction
[bookmark: _Ref178064866]In RAN2 NR AH1807 meeting, the total RRC configuration size was calculated based on current signalling structure and the maximum values, which can be as large as hundreds of Kbytes. In RAN2#103 meeting, several cases with more practical settings were taken as examples and the corresponding RRC configuration sizes were elaborated.  Although RAN1 intends to support full flexibility to configure the L1 features, the RRC message size and RRC buffer size at the UE size is typically restricted and is unable to deliver and store the over-sized RRC configurations. 
Considering the restriction of RRC message size, RAN2 agreed that:
Agreements
1: 	RAN2 confirm the restriction of RRC message size to 9Kbytes in Rel-15 (as already captured in 38.323)

Considering the restriction of RRC buffer size at the UE size, RAN2 agreed that:
Agreements
1: Restriction on the total RRC configuration size is needed.
2: The restriction without change of ASN.1 is considered as baseline. 
3: Evaluate the below options and decide which way to go based on the evaluation and RAN1 feedback:
•	Option 1: Reduce the size for each individual IE;
       o Evaluate the size of each individual IE including RACH-ConfigDedicated, MeasObjectNR, CSI-MeasConfig., etc.
       o Ask RAN1 to provide typical configurations with realistic parameter values in the LS
•	Option 2: Define the RRC buffer size to N* maximum RRC message size (9Kbytes).

[103#xx][NR] Restriction on the total RRC configuration size (MediaTek)
	Intended outcome: Report to next meeting
	Deadline:  Thursday 2018-09-20 

In this email discussion, we will collect companies’ assumptions on the typical configurations in terms of number of BWPs and number of carriers etc. Then we will make the calculation based on those assumptions and evaluate the over-sized IEs. Then we will try to identify the potential detailed solutions for both option1 and option2 and evaluate those solutions from the aspects of impacts to specifications and implementations. Finally, we can discussion which solution is feasible and preferred. 
Discussion
Over-sized IEs
We have identified following over-sized IEs RACH-ConfigDedicated, MeasObjectNR and CSI-MeasConfig based on current signalling structures the maximum values. 
· The size of RACH-ConfigDedicated is ~7Kbytes
· The size of MeasObjectNR is ~ 3Kbytes
· The size of CSI-MeasConfig is ~ 150KBytes per carrier
If companies feel there is other over-sized IE, which is missing and needs to be evaluated, please comment below. 
Q1: Is there any other over-sized IEs besides RACH-ConfigDedicated, MeasObjectNR and CSI-MeasConfig need to be evaluated?
	Company Name
	Yes/No
	Comments

	Mediatek
	Yes
	There are some IEs with large size if maximum values are used to estimation. For example, the size of BWP-Uplink and BWP-Downlink can reach to 8Kbytes and 4Kbytes respectively. 
For BWP-Uplink, the size of SRS-Config and PUCCH-Config can reach to 2Kbytes if maxNrofSRS-Resources and maxNrofPUCCH-Resources are configured for SRS and PUCCH. 
Although each DL/UL BWP configured by BWP-Downlink or BWP-Uplink may not be large with typical configuration, the total size scales up when multiple BWPs and multiple serving cells are configured.

	Nokia, Nokia Shanghai Bell
	Yes
	The listed ones seem to be the most relevant ones for RRC_CONNECTED. 
For RRC_IDLE, also SIB1 size should also be evaluated since it has some L1 limitations. Notably the UL/SUL configurations may grow to be quite big.

	Intel
	Yes
	Agree with MTK/Nokia on the IEs referenced above. 

	Huawei
	Yes/No
	For SIB1 size, this has already been limited to xxxx bits already and we don’t see big risks on this. 
For BWP related configuration, if only considering a single cell we assume the size could be under control as the number of BWPs is limited. If CA is considered, it depends on the number of CCs configured and there could be much larger.

	Samsung
	Yes
	Agree with above companies. We also believe BWP, CSI-RS, SRS related IEs can be oversized. 

	Spreadtrum
	Yes
	Except cell specific parameters, most parameters are BWP specific. Multiple BWP configurations will scale up signalling size. SUL configuration will also increase signalling size greatly. 

	Qualcomm
	Yes
	Agree with the above companies. 




Evaluation of the Over-sized IEs
General Assumptions 
The total RRC configuration size scales up based on the number of configured serving cells and BWPs. 
The typical number of BWPs and serving cells should be considered as general assumptions to evaluate the total RRC configuration size. 
From RAN1 specification perspective, the maximum number of NR carriers for CA and DC is 16. In RAN2 specification, the maximum number of configured CCs for a UE is 16 for DL and 16 for UL. According to TS38.133 [1], UE shall be capable of monitoring at least 7 NR inter-frequency carriers configured by Pscell/Pcell for EN-DC/SA depending on UE capability. 
According to RAN1’s feature lists for NR Rel-15, the basic BWP operation (6-1/6-1a) has only 1 UE-specific RRC configured DL/UL BWP per carrier. For 6-2, up to 2 UE-specific RRC configured DL/UL BWPs can be configured per carrier. For 6-3 and 6-4, up to 4 UE-specific RRC configured DL/UL BWPs can be configured per carrier.
If companies have assumptions on the typical number of BWPs and carriers for the realistic network, please comment below. The input can be a value or a value range. 
Q2: How many BWPs per carrier and how many carriers can be assumed to evaluate the total RRC configuration size?
	Company Name
	Number of BWPs and Number of Carriers
	Comments

	Mediatek
	BWP: 1~2
Carriers: 4 for FR1; 8 for FR2
	Although up to 4 BWPs can be configured, typically two smaller BWPs overlap with another two larger BWPs respectively. For RRC configuration size evaluation, we can use 1~2 as the typical BWP number. 

	Nokia, Nokia Shanghai Bell
	1-2 BWPs and 1-8 carriers
	If Option 1 is used, both BWP#0 and BWP#1 are configured. This also covers the case when at most 2 BWPs are used.
Hence, typical configuration might use 2 BWPs per cell (e.g. large one for “data” and small one for “power save” state). For carriers, it’s difficult to provide a good number (since the carrier BW may vary wildly), but we should consider something in between 1-8 carriers.

	Intel
	We assume this question is intended for rel-15 alone.  1-2 BWPs and 8 carriers for both FR1 and FR2.
	RAN4 has defined 8CA contiguous for FR1 as well (N77, N78 etc..)

	Huawei
	For single UL: 2-3 BWPs, 1-4 carriers
If two UL are configured, the number should be doubled.
	

	Samsung
	1~2 BWPs for Rel-15
	We expect practical use of BWPs in Rel-15 NR deployment would be 1 or 2.

	Spreadtrum
	2 BWPs and 4 carriers
	2 BWP is typical and can permit scheduling flexibility.

	Qualcomm
	1-2 BWPs and up to 8 carriers in Rel-15 look reasonable assumption.
	

	Ericsson
	1-2 BWPs and up to 8 carriers
	Even if we ones doesn’t start with 8 carriers from day one, we have to make sure that it works in terms of signaling. 




FR1 and FR2
In RAN2 specification, the RRC signalling is almost unified for FR1 and FR2 without explicit differentiation. Besides UE capability reporting, the explicit differentiation in RRCReconfiguration only exists for measurement gap configuration.  Considering the different channel characteristics of FR1 and FR2, it is expected that the number CSI-RS configured in FR1 will be much less than the number in FR2. Consequently, the total RRC configuration size in FR1 will be much smaller than FR2. 
Q3: Does the total RRC configuration size for FR1 and FR2 need to be evaluated separately?
	Company Name
	Yes/No
	Comments

	Mediatek 
	Yes
	Based on UE capability of band combination, it’s possible that certain UEs are only capable of supporting FR1. Considering the number of beams supported in FR1 is much less than FR2, L1 configuration size for FR1 should be smaller than FR2. But it’s not clear how large the difference in RRC configuration size would be for FR1 and FR2. 
In order to understand the difference, the total RRC configuration size with typical configurations can be studied for FR1 and FR2 separately. 

	Nokia, Nokia Shanghai Bell
	Yes
	The number of CSI-RS resources in FR1 and FR2 may be very different – FR2 was designed from the viewpoint of allowing large flexibility in the number of beams, i.e. both small and large number of beams have to be supported.

	Intel
	Yes
	We support the proposal to have differing sizes for FR1 and FR2, although the details needs to be discussed.

	Huawei
	Yes
	Agree with the above.

	Samsung
	Yes
	We consider NR FR2 to be operated with larger number of beams compared with FR1

	Spreadtrum
	Yes
	More beams are necessary in FR2, so more CSI-RS resources will be configured for beam management, which will increase size greatly.

	Qualcomm
	Yes
	Agree with others. FR2 requires more parameters to configure so it makes sense to evaluate them separately.





Evaluation on CSI-MeasConfig
Based on the previous evaluation [2], we notice that configuration of non-PMI feedback in report configuration is the dominant factor and increases the size of CSI-MeasConfig dramatically. In our understanding, non-PMI feedback in report configuration is only useful for TDD to reduce the CSI feedback, which is not essentially necessary and can be considered as a method to optimize the signalling overhead. It would help to reduce the IE size if non-PMI feedback is not configured or only limited number of pre-coders are configured. 
Q4: Is non-PMI feedback in report configuration typically needed? If yes, how many NZP CSI-RS resources associated with non-PMI feedback can be assumed to evaluate the total RRC configuration size?
	Company Name
	Yes/No
	Comments

	Mediatek
	No
	Non-PMI feedback in report configuration is useful for TDD to reduce the CSI feedback. If it is not configured, PMI feedback will be reported over PHY layer if needed. 

	Nokia, Nokia Shanghai Bell
	No
	Non-PMI feedback is typically not used.

	Intel
	Neutral
	NW vendors would have a better view

	Huawei
	Up to RAN1 feedback
	We don’t think RAN2 can decide whether this is typical or not, non-PMI feedback is to address the issue of mismatching of PMI PMI for calculating CQI at UE side and interpreting CQI at gNB side for TDD system and might need to be used.

	Samsung
	No
	In order to reduce the CSI report size, we believe network may not configure the non-PMI feedback. Note that we are not proposing to remove this function.

	Spreadtrum
	No
	In FDD, PMI feedback is necessary. Even in TDD, PMI feedback may be feasible for UL/DL calibration.

	Qualcomm
	No
	Network doesn’t need to configure non-PMI feedback because of the RAN1 agreement made in the last RAN1 meeting (see below)

TP for 38.214 Section 5.2.1.4.2:
If the UE is not configured with higher layer parameter non-PMI-PortIndication, the UE assumes, for each CSI-RS resource in the CSI resource setting linked to the CSI-ReportConfig, that the CSI-RS port indices [image: ] are associated with ranks [image: ] where[image: ] is the number of ports in the CSI-RS resource.

	Ericsson
	No
	For the reason mentioned by QC




Since CSI-MeasConfig is configured for the purpose of CSI acquisition, beam management and TRS, the size of CSI-MeasConfig scales up if reference signal for beam management or/and time tracking are configured. Furthermore, although the IE CSI-MeasConfig is configured per serving cell instead of per BWP, the number of required CSI-RS resources is in proportion to the number of BWPs configured. In order to simplify the discussion and estimation, we only consider the number of CSI-RS resource per BWP.  If companies have assumptions on the typical number of CSI-RS resources per BWP for the realistic network, please comment below. The input can be a value or a value range.
Q5: How many CSI-RS resources per BWP for CSI acquisition, beam management and tracking can be assumed to evaluate the total RRC configuration size?
	Company Name
	Number of CSI-RS resources per BWP
	Comments

	Mediatek
	FR1: (100 CSI-RS)
32 CSI-RS resources for beam management;
64 TRS resources;
4 CSI-RS resources for the CSI acquisition;
FR2: (132 CSI-RS)
64 CSI-RS resources for beam management;
64 TRS resources;
4 CSI-RS resources for the CSI acquisition;
7 CSI-RS report configuration 
	Assuming there is no non-PMI feedback configuration, 
For FR1 with the provided parameters, the size of CSI-MeasConfig is 6376 Bytes.
For FR2 with the provided parameters, the size of CSI-MeasConfig is 7336 Bytes.
Based on the calculation, the size of CSI-MeasConfig increase slightly if more CSI-RS resources are configured. 

	Nokia, Nokia Shanghai Bell
	Need to wait for RAN1 feedback
	This varies a lot depending on exact deployment, so it’s not possible to give an exact number. RAN1 is also expected to respond to this in more details.

	Intel
	We concur with Nokia in getting a feedback from RAN1.
	Better to send an LS asking for these values.

	Huawei
	Up to RAN1 feedback
	We also think there could be various deployment scenarios and it is difficult to have one precise number. Some of the parameters are also dependent on UE capabilities.

	Samsung
	RAN1 feedback would be appreciated
	We also agree that RAN1 input is needed. This issue needs to be discussed in RAN1, too. 

	Spreadtrum
	Wait for RAN1 feedback
	Different BWP has different configuration requirement. BWP without SSB will be configured with more CSI-RS resources, and BWP in FR2 needs more CSI-RS resources.

	Qualcomm
	Up to RAN1
	We agree with Nokia.

	Ericsson
	Wait for RAN1
	But the numbers indicated above appear very large to us. 




[We will calculation of the IE size based on companies’ input for different assumptions]
Evaluation on RACH-ConfigDedicated
The size of the IE RACH-ConfigDedicated is mainly determined by the number of RA occasions per CSI-RS resource and the number of CSI-RS resources. If companies have assumptions on the typical number of CSI-RS resources and the typical number of RA occasions per CSI-RS resources for the realistic network, please comment below. The input can be a value or a value range.
Q6: How many CSI-RS resources and how many RA occasions per CSI-RS resource can be assumed to evaluate the total RRC configuration size?
	Company Name
	Number of CSI-RS resources and number of RA occasions per CSI-RS resource
	Comments

	Mediatek
	Number of CSI-RS resources: 4~16
Number of RA occasions per CSI-RS: 1~8
	We think with QCLed information to a SSB, only a few CSI-RS beams are required to have dedicated ROs to cover the SSB beam width. Each SSB is associated with at most 8 ROs. Therefore, for each CSI-RS which has a narrow beam width than a SSB, the maximum number of associated ROs should be at most 8.
Based on the above assumption, the size of RACH-ConfigDedicated would be 1200 Bytes.

	Nokia, Nokia Shanghai Bell
	Need to wait for RAN1 feedback
	This varies a lot depending on exact deployment, so it’s not possible to give an exact number. RAN1 is also expected to respond to this in more details.

	Intel
	We concur with Nokia in getting a feedback from RAN1.
	Better to send an LS asking for these values.

	Huawei
	Up to RAN1 feedback
	We think Mediatek’s proposal might be OK, but as the same reason above we think better to leave RAN1 to check. Also this value might differ between FR1 and FR2.

	Samsung
	RAN1 feedback would be appreciated
	We also agree that RAN1 input is needed. This issue needs to be discussed in RAN1, too. 

	Spreadtrum
	Wait for RAN1 feedback
	In BWP without SSB, more CSI-RS resources are necessary. The evaluated number can be same as SSB number and be dependent on Band.

	Qualcomm
	Up to RAN1
	We agree with Nokia.

	Ericsson
	Wait for RAN1
	Maybe the size of this signaling structure is a good reason to base RA on SSB as reference signal.




[We will calculation of the IE size based on companies’ input for different assumptions]
Evaluation on MeasObjectNR
The size of MeasObjectNR is mainly determined by the CSI-RS-ResourceConfigMobility and SSB related configuration. In NR-15, there is no measurement requirement specified for CSI-RS based RRM measurement. It can be assumed that typically MeasObjectNR only provide SSB related configuration without the IE CSI-RS-ResourceConfigMobility. It would help to reduce the IE size if CSI-RS is not configured or only limited number of CSI-RS resources are configured.
Q7: Is CSI-RS configuration in MO typically needed in Rel-15? If yes, how many CSI-RS resources can be assumed to evaluate the total RRC configuration size?
	Company Name
	Yes/No
	Comments

	Mediatek 
	No
	Since there is no measurement requirement specified for CSI-RS based RRM, different UEs implement CSI-RS based RRM measurement in different ways. The measurement performance varies among different UEs and can’t be tested. 

	Nokia, Nokia Shanghai Bell
	Yes
	CSI-RS are needed as much as SSB for measurement purposes, especially for intra-band deployments (in both FR1 and FR2).

	Intel
	No
	For rel-15, the mobility part of CSI are not defined yet in RAN4 

	Huawei
	Yes
	We are still evaluating this.

	Samsung
	Not sure
	CSI-RS in MO is already specified and it would be sufficient if we just discuss other options to reduce the RRC size. 

	Spreadtrum
	Yes
	One UE may work on a BWP that is very wide, but the associated SSB is relatively narrow. Some BWP does not have SSB, which requires CSI-RS based RRM. We think CSI-RS based RRM is necessary at least for serving cell.

	Qualcomm
	No
	We share MediaTek and Intel views.

	Ericsson
	Not sure
	Probably RRM based on SSB will be the most important baseline. But there might be cases where also CSI-RS based measurements are needed. 



According to RAN4 specification, the UE shall be capable of monitoring a total of at least 7 effective NR carrier frequency layers configured by E-UTRA PCell and/or PSCell. Based on UE capability, the number of Mos configured larger than 7 may not be a typical configuration, since the measurement requirement for those Mos can’t be guaranteed. If companies have assumptions on the typical number of NR Mos for the realistic network, please comment below. The input can be a value or a value range.
Q8: How many NR MOs can be assumed to evaluate the total RRC configuration size?
	Company Name
	Number of MOs
	Comments

	Mediatek
	7

	Considering certain UE implementation may only support the number of carrier frequency with minimum requirement, typically, no more than 7 NR Mos will be configured.
Based on the above assumption, if no CSI-RS is configured for the MO, the size of MeasObjectNR is 508 Bytes. If 7 Mos are considered, the size of MeasConfig is about 6Kbytes. 

	Nokia, Nokia Shanghai Bell
	7
	We should allow for at least 3 inter-frequency carriers beside serving carrier. 

	Intel
	7
	We are ok with 7 as well.

	Huawei
	12
	We think we should consider not only intra/inter-frequency carriers but also inter-RAT measurements and ANR measurements, so 7 might not be enough.

	Samsung
	7
	

	Spreadtrum
	7
	Minimum measurement capability is assumed.

	Qualcomm
	7
	7 should be good for the size evaluation.

	Ericsson
	>7
	If we assume up to 8 serving cells, the NW must configure at least one MO per serving cell. And it may have to configure some (few) additional MOs for inter-frequency/RAT targets. Hence, maxNrofCarriers + 3 is maybe the safer assumption.




[We will calculation of the IE size based on companies’ input for different assumptions]

Other IEs
If any other over-sized IEs are identified, we can evaluate those IEs here.

Discussion on Option 1: Reduce the size for each individual IE
The intention of the discussion is to identify the potential solutions to restrict the size of each individual IE even without the feedback from RAN1.  Then we can select which one is feasible from RAN2 aspect when the feedback from RAN1 is received. It should be kept in mind that the restriction without change of ASN.1 is considered as baseline. 
Following solutions can be considered:
· Option 1.1: Restrict the total number of entries for each list in the field description
· Option 1.2: Restrict the total number of entries for each list in RAN1 specification
· Option 1.3: Do nothing for individual IEs
· Other options?
· Option 1.4: Restrict the total number of configurations per UE the NW is allowed to configure
· Option 1.5: Restrict the total number of entries for each list by UE capability 
For option 1.1, we can take UE-specific SFI table i.e. IE SlotFormatCombinationsPerCell for explanation. It is clarified in the field description for slotFormatCombinations that the total number of slotFormats in the slotFormatCombinations list does not exceed 512.
For option 1.2, we can take non-PMI feedback in report configuration i.e. non-PMI-PortIndication for explanation. In RAN1#94 meeting, RAN1 agreed that UE is not expected to be configured with more than 64 NZP CSI-RS resources in a resource setting for channel measurement linked to non-PMI feedback. There is no impact to RAN2 specification. So the restriction is captured in RAN1 specification. 
Companies are invited to provide comments and preference on the above solutions. Companies are also welcomed to provide other solutions to reduce the size of each individual IE. 
Q9: Which option is preferred to reduce each individual IE? Any other solutions?
	Company Name
	Preference
	Comments

	Mediatek
	Option 1.1 
	There is no much difference whether the restriction is captured in RRC or RAN1 specifications. However, option 1.1 is easier to be implemented and provides cleaner specifications. 

	Nokia, Nokia Shanghai Bell
	None (i.e. Option 1.3)
	We think limiting IE size is not needed; Option 2 is a simpler approach.

	Intel
	Option 1.4 , second pref: option 1.2
	We did not quite understand what entries in each list means (for eg., if the list is per CC, then is it restricted per CC, or is it per UE?) We pefer the spec update in RAN1, as in the future, there could be more additions in RAN1 lists and the limit/cap can be updated in the same specs. 

	Huawei
	Option 1.1 or to add these restrictions in UE capability constraints in 38.306
	If we go for Option 1, we think it would be good that we have a single place to capture these restrictions for easy reading.

	Samsung
	Option 1.1 or Option 1.4 with RAN1 confirmation
	We are ok to option 1.1 or option 1.4 if RAN1 also confirms it. 

	Spreadtrum
	Option 1.3
	Prefer option 2.

	Qualcomm
	Option 1.1 or the restrictions associated with UE capability
	1.1 looks straight forward but it also makes sense to define the restrictions per UE capability in 38.306.

	Ericsson
	Option 1.1
	It will not be feasible to seek through all ASN.1 IE structures and try to optimize and restrict everywhere. But if we find areas where the theoretical maximum size of the IE branch is orders of magnitude larger than the largest reasonable configuration (as for e.g. SFI), it does make sense to add a reasonable restriction. 

	NTT DOCOMO
	Restrict the total number of entries by UE capability
	Agree with Huawei and Qualcomm. Even though the spec supports (ideally) the huge number of entries, the UE most likely supports the reasonable and realistic number of entries as the UE capability. Hope that the UE can accommodate L1 configurations up to its capability.



Discussion on Option 2: Define the RRC buffer size to N*9Kbytes
The intention is to discuss whether and how to define the RRC buffer size. In LTE, UE implementation prepares the RRC buffer size based on the maximum values, which is over-designed and much larger than the typical configuration. However, in NR, the total RRC configuration size will reach to several Mbytes if the maximum values are considered. It’s not feasible to UE implementation to prepare the RRC buffer size based on the maximum values.  Some companies mentioned that if the sum of all over-sized IEs under the typical configuration is below certain amount, there is no need to define the RRC buffer size. Otherwise, a reference for the overall RRC buffer size needs to be defined to simplify UE implementation. Companies are invited to share opinion on whether a reference for the RRC buffer size need to be defined or not. 

Q10: Does the reference for the RRC buffer size need to be defined?
	Company Name
	Yes/No
	Comments

	Mediatek
	Yes
	No matter how large each over-sized Ies would be with typical configuration, the reference for the total configuration size is needed to provide guidance for both UE implementation and network configuration. 

	Nokia, Nokia Shanghai Bell
	Maybe
	We prefer this option but would like to avoid having different “RRC buffer sizes” for different UE categories – it becomes a nightmare for network to configure UEs if UE supports a feature but doesn’t really allow certain sub-options to be configured. In such cases, it would be better to split the capability bits to account for such behavioural differences.

	Intel
	Yes
	We are not quite sure how to define such a thing clearly.

	Huawei
	No
	We have similar concern than Nokia. For Option 2, the specific size might not be easy to decide. This would add processing complexity from the network side to calculate the RRC size of multiple configuration messages. Also the way to calculate the size could vary among different vendors which would result in different size estimation.

	Samsung
	Yes
	It would be helpful if there is such guidance 

	Spreadtrum
	Yes
	The reference RRC buffer size is useful for network configuration. UE is not expected to be designed for the maximum RRC configuration size.

	Qualcomm
	Yes
	The guidance would be helpful for the implementation.

	Ericsson
	Maybe
	As we commented in the last meeting and as Huawei indicates above, it is not feasible to use the “aggregated RRC message size” as yet another restriction when determining a suitable RRC configuration for a UE. 
Hence, if at all, such a limit could only be a coarse upper limit which should be set significantly larger than what a NW may want to use in practice. See Q11.

	NTT DOCOMO
	???
	Incline to the views from Nokia, Huawei and Ericsson. Furthermore, one more question for clarification is how NW should interpret the UE capability if the RRC buffer size is smaller than the total L1 configuration size based on the UE capability… As commented to Q9, as long as the UE supports L1 configurations up to its capability, it would be sufficient.




If the reference for the RRC buffer size needs to be defined, it can be defined as N* maximum RRC message size (9Kbytes). It may be 5 with conservative assumptions and majority of the companies think that the network should not send many RRC messages to build one RRC configuration considering the configuration latency. 
Q11: If the RRC buffer size needs to be defined, what is the value of N?
	Company Name
	Value of N
	Comments

	Mediatek
	4, 5
	Based on above examples and assumptions for individual IE evaluation
· CSI-MeasConfig~7Kbytes;
· RACH-ConfigDedicated~ 1Kbytes;
· MeasConfig~6Kbytes;
The configuration for each serving cell is about 9Kbytes if other IEs are also considered;
If 4 serving cells are configured, the total RRC configuration would be 4*9+6~42Kbytes. 
In those set of configurations, N=5 is a reasonable value to define the total RRC buffer size. 
However, considering the reconfiguration latency, it is desired that the less RRC messages are used to build a configuration. 

	Nokia, Nokia Shanghai Bell
	2
	The simplest would be to limit the configuration size to e.g. 2N – this keeps the overall configuration size limited while still allowing handovers to work.

	Intel
	2
	2 seems more practical and simple.

	Huawei
	4~5
	If we decide to go for option 2, we think at least 4-5 is needed. 

	Samsung
	Depends on other decisions
	This number depends on other decisions made from above discussions. We are fine to restrict the number but not want to have too small number which cannot accommodate above discussions and decisions. 

	Spreadtrum
	4
	To permit configuration flexibility, N=5 may be reasonable. But as the IE RRC-TransactionIdentifier ::=		INTEGER (0..3) can only identify 4 messages simultaneously, maybe the maximum number is 4.

	Qualcomm
	2
	2 looks practical.

	Ericsson
	5
	As explained in Q10, the RRC message size cannot be evaluated and followed-up dynamically while creating RRCReconfiguration messages. 
Therefore, 2 * 9 Kbyte is a too strict limit which could easily be exceeded if a NW configures an MCG first, an SCG in a delta reconfiguration and subsequently a HO.
Accounting for 5 * 9 Kbyte RRC memory should be acceptable for a UE implementation. And it still helps UE vendors since they know that they have to account for 500 * 9 Kbyte. And a NW implementation knows that it should not try to apply RRC Reconfigurations which require more than 2-3 messages to be conveyed (which is anyway undesirable due to the additional latency).



Option 1 and Option 2
Option 1 is intended to restrict the size of each individual IE, while option 2 is intended to restrict the total RRC configuration size, which includes the configuration of both L1 parameters and L2/L3 parameters. Companies are invited to indicate which option is preferred.
Q12: Which option(s) is preferred? 
	Company Name
	Preference
	Comments

	Mediatek
	Both option 1 and option 2
	First, the restrictions on each individual over-sized IE is needed. Second, even if the size of each individual IE is restricted, it is not very straightforward to translate and apply those restrictions to the total RRC configuration. There are large amount of IEs, which can reach a considerable configuration size. 
Furthermore, another dimension of BWPs number and serving cell number should also be considered. 

	Nokia, Nokia Shanghai Bell
	Option 2
	We would prefer a simple solution for Rel-15.

	Intel
	Both op1 and op2 with high op1 taking high priority
	

	Huawei
	Option 1
	

	Samsung
	Fine with either option (or all options)
	Limitation of RRC size is important so we are fine with either options (or all)

	Spreadtrum
	Option 2
	If each individual IE is restricted, it will influence network configuration flexibility. The network just ensures the total RRC configuration size is restricted. 

	Qualcomm
	Both options 1 & 2
	Individual IE restriction is required because that’s one, which would be stored in the firmware and the total RRC configuration size restriction is also required to dimension the RRC configuration buffer size. 

	Ericsson
	Consider Options 1 and 2 
	Under the constraints mentioned above, we are fine to consider both. 

	NTT DOCOMO
	Option 1
	As commented to Q9, restriction by UE capability can resolve the issue.



Summary
Q1: Is there any other over-sized IEs besides RACH-ConfigDedicated, MeasObjectNR and CSI-MeasConfig need to be evaluated?
All companies (7) answering the question think there are other over-sized IEs need to be evaluated besides RACH-ConfigDedicated, MeasObjectNR and CSI-MeasConfig. Following IEs are mentioned:
· BWP-Uplink and BWP-Downlink: all companies (7) think that BWP related configurations need to be evaluated. The total configuration size scales up when multiple serving cells are configured. 
· UL/SUL: Several companies highlight that the UL/SUL configurations may grow to be quite big. 
· SIB1 size: One company SIB1 size should also be evaluated, while another company thinks that the size of SIB1 has already been limited and there is no risk. 
For UL/SUL configuration, since BWP-Uplink is the main IE for both UL and SUL configuration, it is assumed that size evaluation for BWP-Uplink is in line with the evaluation for UL/SUL configuration.
Proposal 1: Besides RACH-ConfigDedicated, MeasObjectNR and CSI-MeasConfig, the size of BWP-Uplink and BWP-Downlink should also be evaluated. 

Q2: How many BWPs per carrier and how many carriers can be assumed to evaluate the total RRC configuration size?
In order to evaluate the total RRC configuration size, the assumption on the number BWPs per carrier and the number of carriers in Rel-15 need to be clarified.
· Number of BWPs per carrier:  7 companies think that up to 2 BWPs can be assumed and 1 company think 2~3 BWPs can be assumed for single UL. 
· Number of carriers: 4 companies think up to 8 carriers can be assumed; two companies think up to 4 carriers can be assumed; one company thinks up to 4 carriers can be assumed for FR1 and 8 carriers for FR2. 
Proposal 2: Up to 2 BWPs per carrier and up to 8 carriers are assumed in Rel-15 to evaluate the total RRC configuration size.  

Q3: Does the total RRC configuration size for FR1 and FR2 need to be evaluated separately?
All companies answering the question think the total RRC configuration size for FR1 and FR2 need to be evaluated separately, because FR2 allows large flexibility in the number of beams and much more beams will be configured. 
Proposal 3: The total RRC configuration size for FR1 and FR2 are evaluated separately.  

Q4: Is non-PMI feedback in report configuration typically needed? If yes, how many NZP CSI-RS resources associated with non-PMI feedback can be assumed to evaluate the total RRC configuration size?
For the assumption on non-PMI feedback in report configuration, 6 companies don’t think it is typically needed, 1 company keeps neutral and 1 companies think RAN1 feedback is needed. 
Proposal 4: RAN2 assume that non-PMI feedback in report configuration is typically not needed.  

Q5: How many CSI-RS resources per BWP for CSI acquisition, beam management and tracking can be assumed to evaluate the total RRC configuration size?
For the assumption on the typical number of CSI-RS resources for CSI acquisition, beam management and tracking for CSI-MeasConfig size evaluation, 7 companies think we need RAN1 feedback and 1 company gives the example and evaluates the size of CSI-MeasConfig. 
Proposal 5: Wait for RAN1 to provide the typical number of CSI-RS resources for CSI-MeasConfig size evaluation.  

Q6: How many CSI-RS resources and how many RA occasions per CSI-RS resource can be assumed to evaluate the total RRC configuration size?
For the assumption on the typical number of CSI-RS resources and number of RA occasions per CSI-RS resource for RACH-ConfigDedicated size evaluation, 7 companies think we need RAN1 feedback and 1 company gives the example and evaluates the size of RACH-ConfigDedicated. 
Proposal 6: Wait for RAN1 to provide the typical number of CSI-RS resources and number of RA occasions per CSI-RS resource for RACH-ConfigDedicated size evaluation.  

Q7: Is CSI-RS configuration in MO typically needed in Rel-15? If yes, how many CSI-RS resources can be assumed to evaluate the total RRC configuration size?
For the assumption on whether CSI-RS configuration in MO typically needed in Rel-15, 3 companies think CSI-RS configuration in MO is not typically needed; 3 companies think CSI-RS configuration in MO is typically needed.  Although another 2 companies are not sure, they think CSI-RS configuration in MO should also be considered for RRC configuration size evaluation.  
Proposal 7:  CSI-RS configuration in MO is considered for RRC configuration size evaluation. Wait for RAN1 to provide the typical number of CSI-RS resources in MO configuration. 

Q8: How many NR MOs can be assumed to evaluate the total RRC configuration size?
For the assumption on the typical number of MOs for RRC configuration size evaluation, 6 companies think 7 MOs can be assumed; 1 companies think 12 MOs is typically needed; 1 company think more than 7 MOs or maxNrofCarriers + 3 is a safer assumption.  
Proposal 8:  7 MOs are assumed as baseline to evaluate the total RRC configuration size. Up to 12 MOs can be considered further. 

Q9: Which option is preferred to reduce each individual IE? Any other solutions?
For the options to reduce each individual IEs, 
· Option 1.1: 5 companies prefer option 1.1.  1 company suggests to have a single place to capture these restrictions for easy reading; 1 company suggests we can find areas where the theoretical maximum size of the IE branch is orders of magnitude larger than the largest reasonable configuration and add the reasonable restriction there. 
· Option 1.2: It’s the second preference of one company. 
· Option 1.3: 2 companies think we don't need to limit each individual IE and prefer option 2. 
· Option 1.4: 2 companies prefer option 1.4. 
· Option 1.5: 3 company also think it is reasonable to define the restrictions by UE capability;
Proposal 9: If the size of each individual IE needs to be reduced, RAN2 discuss the following two options and determine which one to choose. 
· Option 1.1: Restrict the total number of entries for each list in the field description
· Option 1.5: Restrict the total number of entries for each list by UE capability 
Q10: Does the reference for the RRC buffer size need to be defined?
For the RRC buffer size reference, 5 companies think it needs to be defined; 2 companies think it maybe needs to be defined; 1 company thinks it doesn’t need to be defined and has concerns on network implementation complexity; 1 company questions how NW should interpret the UE capability if the RRC buffer size is smaller than the total L1 configuration size based on the UE capability and thinks that UE should support L1 configurations up to its capability.
1 company emphasizes that different “RRC buffer sizes” for different UE categories should be avoided.  
1 company emphasizes that if the reference of the RRC buffer size should be a coarse upper limit which should be set significantly larger than what a NW may want to use in practice. 
Proposal 10: The reference for the RRC buffer size is defined. 

Q11: If the RRC buffer size needs to be defined, what is the value of N?
If the reference for the RRC buffer size is defined as N* maximum RRC message size (9Kbytes), 4 companies think N can be 4~5, so the RRC buffer size is 36Kbytes~45Kbytes; 3 companies think N can be 2, so the RRC buffer size is 18Kbytes. 1 company thinks it depends on other decisions and doesn’t want it too small to accommodate the required configuration. 
Proposal 11: RAN2 discuss the following values 2, 4, and 5 for N to define the RRC buffer size.

Q12: Which option(s) is preferred? 
For the preference of option 1 and option 2: 
· Both option 1 and option 2: 5 companies indicate the support of both option 1 and option 2. 
· Option 1: 2 company thinks only option 1 is needed;
· Option 2: 2 companies think only option 2 is needed. 
Proposal 12: Both Option 1 and Option 2 are supported to restrict the total RRC configuration size. 

Based on the email discussion, following questions need to be asked and confirmed by RAN1. 
According to proposal 1, the size of BWP-Uplink and BWP-Downlink should also be evaluated. The typical configurations with realistic parameter values for BWP-Uplink and BWP-Downlink also need to be provided by RAN1. 
According to proposal 3, the total RRC configuration size for FR1 and FR2 are evaluated separately. This is based on the general assumption that FR2 allows large flexibility in the number of beams and much more beams will be configured, which will result in the different RRC configuration size.  RAN1 should confirm the assumption and generally provide the guidance on the difference of beam numbers between FR1 and FR2. 
[bookmark: _GoBack]According to proposal 4, RAN2 assume that non-PMI feedback in report configuration is typically not needed.  The assumption needs to be confirmed by RAN1. The draft LS is provided in [3]. 
Proposal 13: Send LS to RAN1 asking:
· RAN1 to provide typical configurations with realistic parameter values for BWP-Uplink and BWP-Downlink;
· RAN1 to confirm whether FR1 and FR2 configure different number of beams and result in different RRC configuration size and provide guidance on the number of beams configured in FR1 and FR2;
· RAN1 to confirm whether non-PMI feedback in report configuration is typically not needed. 


Proposals
Proposal 1: Besides RACH-ConfigDedicated, MeasObjectNR and CSI-MeasConfig, the size of BWP-Uplink and BWP-Downlink should also be evaluated. 
Proposal 2: Up to 2 BWPs per carrier and up to 8 carriers are assumed in Rel-15 to evaluate the total RRC configuration size.  
Proposal 3: The total RRC configuration size for FR1 and FR2 are evaluated separately.  
Proposal 4: RAN2 assume that non-PMI feedback in report configuration is typically not needed.  
Proposal 5: Wait for RAN1 to provide the typical number of CSI-RS resources for CSI-MeasConfig size evaluation.  
Proposal 6: Wait for RAN1 to provide the typical number of CSI-RS resources and number of RA occasions per CSI-RS resource for RACH-ConfigDedicated size evaluation.  
Proposal 7:  CSI-RS configuration in MO is considered for RRC configuration size evaluation. Wait for RAN1 to provide the typical number of CSI-RS resources in MO configuration. 
Proposal 8:  7 MOs are assumed as baseline to evaluate the total RRC configuration size. Up to 12 MOs can be considered further. 
Proposal 9: If the size of each individual IE needs to be reduced, RAN2 discuss the following two options and determine which one to choose. 
· Option 1.1: Restrict the total number of entries for each list in the field description
· Option 1.5: Restrict the total number of entries for each list by UE capability 
Proposal 10: The reference for the RRC buffer size is defined. 
Proposal 11: RAN2 discuss the following values 2, 4, and 5 for N to define the RRC buffer size.
Proposal 12: Both Option 1 and Option 2 are supported to restrict the total RRC configuration size. 
Proposal 13: Send LS to RAN1 asking:
· RAN1 to provide typical configurations with realistic parameter values for BWP-Uplink and BWP-Downlink;
· RAN1 to confirm whether FR1 and FR2 configure different number of beams and result in different RRC configuration size and provide guidance on the number of beams configured in FR1 and FR2;
· RAN1 to confirm whether non-PMI feedback in report configuration is typically not needed. 
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