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1. Introduction 
In NR IAB [1], each IAB-node forwards data to next hop (e.g. another IAB-node) according to e.g. routing table stored in the IAB-node.  It is important to maintain an up-to-date routing table so that data will not be forwarded to a wrong destination or stuck in an IAB-node.
In this contribution, we discuss centralized and distributed routing table update in IAB.
2. Discussions
The topology of an IAB system is constructed at system setup, and may be updated at any time due to e.g. new IAB-node attachment, existing IAB-node detachment, or modification of the routes (e.g. for route optimization, link adaptation, etc.). For example, a new IAB-node is setup and connects to one of the existing IAB-node, the IAB-donor determines the routing path from IAB-donor to the newly attached IAB-node. The routing table of intermediate nodes should be updated so that DL data could be forwarded to the new IAB-node (assuming that data forwarding is achieved through routing table).

Observation1: routing information needs to be updated when topology changes.

The topology/routing management is discussed in several contributions. In [2], it is proposed that the IAB-donor is responsible for topology/routing management. In [3], it is proposed that routing should be decided by IAB donor, and routing table could be configured through RRC or F1AP signaling between IAB donor and each IAB node. In [4], it is proposed that the IAB-donor controls the topology updates.
One benefit of this “centralized” approach (i.e. all controlled and updated by a specific node, e.g. IAB-donor) is better overall control and visibility of the IAB network. Since CU part of the IAB-donor configures DU part as well as MT part of each IAB-node, it is reasonable that all updates are made by the same unit. But this approach may require a large amount of information to be gathered by the IAB-donor, and may not be able to achieve fast route update because the update command from IAB-donor may need to be forwarded through lots of intermediate nodes. In [2] it proposed a “local update” approach, that is, routes could be (triggered to) updated locally at an IAB node, and an indication of this updated route is provided to the donor node. We refer to this local update approach as “distributed” approach in the following paragraphs.
Considering an example in Figure 1, due to link adaptation or load balancing at the edge of the IAB system, the parent node of Node 4 changes from Node 2 to Node 3. The topology change has impact on nodes within a sub-branch of the IAB-system (the sub-branch here includes Node 1, Node 2, Node 3, and Node 4), and the rest of the nodes (i.e. the IAB-donor and intermediate nodes) are not impacted.

Observation2: it seems possible that in some cases the topology change is within a sub-branch of the IAB-system.

In this case, routing table of Node 2, Node 3 and Node 1 should be updated so that DL data for Node 4 could be forwarded from Node 1 to Node 4 correctly. But since the routing path between IAB-donor and Node 1 is not changed, the routing table of IAB-donor (and intermediate nodes) may not need update. It seems possible that the routing table update could be initiated directly and locally by Node 1 instead of by the IAB-donor, and results in fast route update compared to the centralized approach, especially when there is lots of intermediate nodes. 
Observation3: it seems that in some cases it is beneficial that the routing table update is initiated by an IAB-node rather than the IAB-donor. 
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Figure 1: the parent node of Node 4 changes from Node 2 to Node 3.
We think both approaches (i.e. centralized and distributed) for (at least) routing table update are possible to work, and should not preclude any of them in this stage. RAN2 is suggested to further study the details as well as pros and cons of these two approaches for routing table update in IAB. 
Proposal: RAN2 should consider both centralized and distributed routing table update in IAB. Further studies are required.
3. Conclusion

We have the following observation and proposal related to topology/route management in IAB.

Observation1: routing information needs to be updated when topology changes.

Observation2: it seems possible that in some cases the topology change is within a sub-branch of the IAB-system.
Observation3: it seems that in some cases it is beneficial that the routing table update is initiated by an IAB-node rather than the IAB-donor.
Proposal: RAN2 should consider both centralized and distributed routing table update in IAB. Further studies are required.
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