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Introduction

During last RAN2 meeting, some issues related to bearer mapping, multi-hop ARQ and lossless transmission were discussed. Furthermore, flow control issue was raised and one email discussion was initiated to discuss IAB Flow Control and Congestion Handling after last RAN2 meeting [1]. In this contribution, we analyze the congestion issue in multi-hop IAB network. And then we discuss two flow control schemes including end-to-end and hop-by-hop flow control and present our considerations. 

Discussion 
2.1 Uplink flow control in IAB

As we know, flow control mechanism is used in X2/Xn/F1 user plane protocol layer for user data packets transferred over the X2/Xn/F1 interface. In IAB, congestion issue shall be investigated with new challenges, e.g. multiple hops, wireless backhaul between the serving IAB node and IAB donor. For uplink, the MT part of IAB node shall report its uplink buffer size to DU part of parent IAB node to request UL grant. Corresponding amount of UL resources would be allocated by the DU part of parent IAB node. If there is no enough UL resources available in the DU part of parent IAB node, UL resources less than the amount of requested is allocated to the MT part of IAB node. Some uplink data packets needs to be buffered in the MT part of IAB node. In this situation, the DU part of parent IAB node could slow down the uplink data packets transmitting from child IAB node MT through UL resource allocation. As analyzed above, the uplink congestion in the IAB node MT could be mitigated via UL resource allocation by the collocated IAB node DU part. 

The following two issues were raised during the flow control email discussion: 1) uplink data can be congested at close to the IAB donor or at the donor IAB node because too much traffic gets admitted at the edge of the network; 2) negative performance impacts due to uplink data congestion, e.g., QoS degradation and increased latency. In our view, the above two issues could be solved during the procedure of UE PDU session/radio bearer establishment, wherein the intermediate IAB nodes and donor IAB nodes in the data forwarding path shall perform admission control. Only if the UE’s QoS requirements could be met, the QoS flow is accepted, which is detailed analyzed in our companion contribution [2]. 

Observation 1: For uplink, the DU part of parent IAB could determine the amount of UL resources allocated to the MT part of child IAB node according to the UL buffer status of collocated MT part of parent IAB node. 

Observation 2: Flow control mechanism is not needed in the uplink since the uplink congestion could be mitigated by UL resource allocation in the DU part of parent IAB node.
2.2 Downlink flow control in IAB

For downlink, the DL grants for the MT part of child IAB node are allocated by the DU part of parent IAB node. However, the DU part of parent IAB node is not aware of the DL buffer status of the DU part of child IAB node, which would lead to data congestion in the child IAB node. As an example, if the data rate of downlink data transmitted from DU part of parent IAB node is higher than the data rate of downlink data transmitted from DU part of child IAB node, the downlink buffer in the DU part of child IAB node may overflow and some data packets may be dropped.  

Observation 3: For downlink, data congestion occurs due to that the DU part of parent IAB node is not aware of the DL buffer status of the DU part of child IAB node.

Proposal 1: Flow control information (e.g. DL buffer status of the DU part of child IAB node) needs to be reported to parent IAB node or donor IAB node in order to resolve downlink congestion issue. 

Considering that multi-hop relaying should be considered between serving IAB node and IAB donor. There are mainly two flow control mechanisms between serving IAB node and IAB donor as analyzed in the following, i.e. end-to-end and hop-by-hop. 

2.2 end-to-end flow control

As discussed in the email discussion [1], companies have different understanding on the definition of end-to-end flow control. The following two definitions are mainly discussed:

Definition 1: End-to-end flow control is to control individual E2E flows, i.e. the UE-bearer between IAB-donor and UE.

Definition 2: End-to-end flow control is that only IAB donor can resolve the problem of overflow based on the response from overloading IAB node.

According to definition 1, only the UE’s serving IAB node feedback the DL buffer status of its DU part to IAB donor. Corresponding actions could be taken by the IAB donor to resolve the congestion issue based on the feedback from the UE’s serving IAB node. In this situation, only the DL buffer status of UE access link is reported to the IAB donor. As a result, the congestion in the intermediate IAB node cannot be resolved and the intermediate IAB node may drop UE downlink data packets if the DL buffer is overflow. 

Observation 4: In definition 1 of end-to-end flow control, only the DL buffer status of UE access link is reported to the IAB donor and the congestion in the intermediate IAB node cannot be resolved.

For definition 2, each IAB node (including UE’s serving IAB node and intermediate IAB node) could report its DL buffer status to IAB donor. The reported DL buffer status is transparently relayed via intermediate IAB node to the IAB donor. In our view, it is inefficient in the multi-hop IAB network since the flow control is centralized in the IAB donor. Moreover, it should be further investigated whether the DL buffer status is reported per UE bearer or per IAB node’s bearer. As we know, the IAB donor may have no idea of the bearer mapping between UE bearer and IAB node bearer. So if the DL buffer status is reported per IAB node’s bearer, the IAB donor may not be able to identify the corresponding UE bearer and take appropriate action to resolve the congestion on intermediate IAB node  
Observation 5: In definition 2 of end-to-end flow control, the flow control is inefficient for the multi-hop relaying IAB network since it is performed centralized in the IAB donor. Furthermore, it should be investigated whether the DL buffer status is reported per UE bearer or per IAB node’s bearer.
2.3 hop-by-hop flow control

Hop-by-hop flow control is performed in each backhaul link between child IAB node and its parent IAB node/IAB donor. UE’s serving IAB node and each intermediate IAB node could feedback DL buffer status to its parent IAB node or IAB donor. And then, parent IAB node or IAB donor could adjust downlink data rate according to the feedback information and thus mitigate the downlink congestion. In our view, the hop-by-hop flow control mechanism is more efficient comparing with the end-to-end mechanism. 

As analyzed above, flow control is performed per IAB node bearer instead of UE bearer. As we know, bearer aggregation might be performed in the IAB node. Figure 1 is an example of bearer aggregation in IAB node. In figure 1, DRB 1 and 2 are mapped to DRB3 by IAB node 2. In this situation, IAB node 2 could calculate and report the corresponding DL buffer status for DRB1/2 individually to IAB node 3. Alternatively, the total DL buffer status of DRB 1 and DRB2 could be reported to IAB node 3. And the IAB node 3 could allocate DL resources for DRB 1 and DRB2 according to the total DL buffer status of DRB 1 and DRB2. The detailed design of reporting of DL buffer status should be further investigated considering bearer aggregation. 
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Figure 1. illustration of bearer aggregation in IAB node

The detailed design of reporting of DL buffer status should be further investigated considering bearer aggregation. 

Observation 6: Hop-by-hop flow control is performed in each backhaul link per IAB node bearer instead of UE bearer. 

Observation 7: The hop-by-hop flow control mechanism is more efficient in the multi-hop wireless network comparing with the end-to-end mechanism, since the parent IAB node could resolve the congestion issue upon receiving feedback from the child IAB node. 

Proposal 2: It is suggested that hop-by-hop flow control is adopted in IAB. 

2.4 How to feedback flow control information
In this section, we discuss how to deliver flow control feedback information from child IAB node to parent IAB node/IAB donor DU in IAB architecture 1a. Figure 2 is an example user plane protocol architecture of 1a, wherein F1-U protocol including GTP-U/UPD/IP is replaced by adaptation layer. The following two options could be considered for carrying the flow control information. 
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Figure 2. an example protocol architecture of 1a, without GTP-U

Option1. via adaptation layer 

In this option, the flow control information (e.g. DL buffer status) is delivered in adaptation layer. More specifically, the flow control information could be added in the adaptation header of UE data packet by UE access IAB node or intermediate IAB node. In this situation, the intermediate IAB node needs to modify the content of adaptation header of UE data packets.

Option 2. via MAC layer

In option 2, the flow control information is delivered via MAC layer. The flow control information could be contained in the MAC subheader of MAC SDU for the corresponding logical channel of IAB node. Via MAC subheader, new field for flow control information should be added in current MAC subheader format. Alternatively, new MAC CE could be defined to deliver the flow control information. In this option, new MAC CE format needs to be designed for flow control in IAB. Comparing with the adaption layer, MAC sub-header is more suitable for carrying the flow control info since less standardization work is needed. 

Proposal 3: It should be discussed how to deliver flow control information for IAB, e.g. via adaptation layer or via MAC layer. 

Conclusion

In this contribution, we analyzed the congestion issue occurs in wireless multi-hop backhaul network in IAB. And then we discussed two flow control mechanisms including end-to-end and hop-by-hop flow control. And we have the following observations and proposals:

Observation 1: For uplink, the DU part of parent IAB could determine the amount of UL resources allocated to the MT part of child IAB node according to the UL buffer status of collocated MT part of parent IAB node. 

Observation 2: Flow control mechanism is not needed in the uplink since the uplink congestion could be mitigated by UL resource allocation in the DU part of parent IAB node.
Observation 3: For downlink, data congestion occurs due to that the DU part of parent IAB node is not aware of the DL buffer status of the DU part of child IAB node.

Proposal 1: Flow control information (e.g. DL buffer status of the DU part of child IAB node) needs to be reported to parent IAB node or donor IAB node in order to resolve downlink congestion issue. 

Observation 4: In definition 1 of end-to-end flow control, only the DL buffer status of UE access link is reported to the IAB donor and the congestion in the intermediate IAB node cannot be resolved.

Observation 5: In definition 2 of end-to-end flow control, the flow control is inefficient for the multi-hop relaying IAB network since it is performed centralized in the IAB donor. Furthermore, it should be investigated whether the DL buffer status is reported per UE bearer or per IAB node’s bearer.

Observation 6: Hop-by-hop flow control is performed in each backhaul link per IAB node bearer instead of UE bearer. 

Observation 7: The hop-by-hop flow control mechanism is more efficient in the multi-hop wireless network comparing with the end-to-end mechanism, since the parent IAB node could resolve the congestion issue upon receiving feedback from the child IAB node. 

Proposal 2: It is suggested that hop-by-hop flow control is adopted in IAB. 

Proposal 3: It should be discussed how to deliver flow control information for IAB, e.g. via adaptation layer or via MAC layer. 
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