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1	Introduction
In IAB deployments the traffic from IAB nodes is wirelessly backhauled between IAB node and IAB Donor using an established backhaul network topology. In [1] two types of topologies are considered – spanning tree and directed Acyclic Graph. Once the topology is established, it may need to be occasionally modified in response to radio environment changes. Since the focus currently is on IAB nodes which are fixed in location, radio conditions will not be impacted by mobility, but rather by changes in the environment around the IAB nodes, e.g. moving obstacles, weather conditions etc. which may cause sudden signal blockages or deterioration, especially in mmWave frequency ranges. At the same time, each time a radio link of a backhaul connection is experiencing sudden deterioration or blockage, this will cause service interruption for many Access UEs (all UEs connected to the subtending part of the topology tree). It is therefore exceptionally important to always provide the best possible backhaul connection and react very fast to sudden radio signal drops. Some potential methods to achieve that are analysed in this contribution.
2	Discussion
As mentioned in the Introduction section, two topology types are considered within the study as captured in [1]:
	The following IAB topologies are considered in the study:
1. Spanning tree (ST)
2. Directed acyclic graph (DAG)


Figure 9.2-1: Examples for spanning tree and directed acyclic graph. The array indicates the directionality of the graph edge.



In ST topologies a single route exists between an IAB node and IAB donor and IAB node always is connected to one parent node at a time. In DAG topologies IAB node may have multiple routes to IAB donor and some IAB nodes may be connected to multiple parent nodes using Dual Connectivity. It may be then concluded that in DAG topologies radio link issues experienced on one of the links do not necessarily lead to topology adaptation being triggered as those may be handled by dynamic routing decisions, choosing a pre-established alternative path to IAB donor. On the other hand, this requires Dual Connectivity to be established by a node experiencing connection issues. 
Observation 1: In DAG topologies, backhaul link issues will not lead to topology adaptation being triggered in case a node experiencing the problems is operating in Dual Connectivity mode. 
Dual Connectivity is also not applicable at all in ST topologies and it has to be remembered that it usually requires two different frequency carriers to be available to the operator. Intra-frequency dual connectivity was shortly discussed in Rel-15, but it turned out to require many issues to be resolved to work properly [8].
Observation 2: Using Dual Connectivity as means to provide redundancy for backhaul link in IAB deployments requires additional spectrum utilization for backhaul or intra-frequency Dual-Connectivity, which presents significant specification and implementation challenges.
In consequence, although Dual Connectivity is a valid technique to ensure reliable backhaul in IAB deployments, additional measures are needed in order to address all the use cases.
Observation 3: In order to address all IAB use cases (e.g. ST topologies), techniques other than Dual Connectivity are required to ensure reliability/redundancy of the backhaul links.
As discussed in [2] and [3], we believe that Topology Management and link control mechanisms for IAB will reuse to a large extent the existing RRM/RRC measurements and procedures and considering the contributions from other companies on similar topic (e.g. [4][5]), this seems to be a common understanding.
Observation 4: Existing RRM/RRC measurements and procedures will be used a baseline for Topology Management.
As such, handover procedure can be used to switch an IAB node to another parent node in case the current connection is deteriorating. However, traditional handover addresses well the situations in which radio link signal level is decreasing gradually, i.e. UEs are mobile and move between coverage of two different cells. In IAB deployments, IAB nodes will be fixed and very often operating in mmWave and as such susceptible to sudden signal blockages. In many deployment scenarios, LOS component may also be the only receivable signal, i.e. only a single operable beam may be available between two specific IAB nodes. After the blockage occurs, it is already too late to react with RRC signalling as the control link between the IAB nodes is down. Typically, blockages would last from a couple of hundreds of milliseconds up to a couple of seconds, the service will be interrupted for at least that time. However, in the scenarios where the obstacle is moving slowly or even stays on the LOS path, this period may become much longer. In case RLF happens during that time, RRC Connection Re-establishment procedure will be triggered leading to even longer service interruption times for all the Access UEs in the affected IAB tree part.
Observation 5: Service interruption time due to signal blockage may vary from hundreds of milliseconds to several seconds and will impact all the Access UEs in the affected IAB tree part.
Such long interruption times are unacceptable for IAB nodes considering the number of affected Access UEs and therefore the following is proposed:
Proposal 1: RAN2 should study how to minimize service interruption times due to radio signal blockage occurring on a backhaul link when Dual Connectivity is not available.
As mentioned above, traditional handover procedure will not be able to ensure timely parent node change in case blockage happens. However, there are enhancements, which were discussed during Rel-15 timeframe and will be elaborated during a dedicated WI in Rel-16 (see [7]), and which are at the same time especially useful in the context of IAB:
· Handover/SCG change with simultaneous connectivity with source cell and target cell. 
· Make-before-break 
· RACH-less handover 
· Conditional handover 
Obviously, once those techniques are developed, they will be also available for the use in IAB scenarios, however a WI as agreed in [7] will not necessarily consider the special case of IAB where the nodes are fixed and a quickly executed handover can be a way to address blockage problem. In our opinion, conditional handover presents a particularly interesting option for IAB scenarios to address blockage issue. When blockage takes place, UE will still be able to finalize the handover procedure thanks to (early) handover command and target cell configuration being provided beforehand. 
Proposal 2: RAN2 should study how to minimize backhaul link interruption time caused by blockage by applying conditional handover and/or other enhanced mobility techniques. IAB specifics (e.g. fixed IAB node locations) should be considered in the analysis.
3	Summary
The paper discusses an issue of topology adaptation due to radio link blockage between IAB nodes. The following is observed and proposed.
….
It is also proposed to include the TP from Annex A into the TR. 
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Annex A		Text Proposal
<<TP start>>
[bookmark: _Toc259599333][bookmark: _Toc517264662]9	Backhaul aspects
(…)
[bookmark: _Toc517264666]9.4	Modifications to CU/DU architecture 
(…)
[bookmark: _Hlk521078483]9.x	Service interruption time minimization for backhaul links
Since mmWave frequency ranges are seen as a one of the main candidate spectrum range to be used for self-backhauling in NR, wireless backhaul links may be subject to sudden radio signal deteriorations, e.g. due to blockage phenomenon. Any outage of radio link between MT part of an IAB node and gNB/DU part of its parent IAB node will affect Access UEs, which are connected to both IAB node directly experiencing radio link issues as well as to all IAB nodes in the subtending IAB tree branch. It is therefore exceptionally important to minimize any backhaul link interruption times in IAB scenarios. To address this issue the following techniques may be used, e.g.:
1. Conditional handover 
2. Dual Connectivity
3. Handover/SCG change with simultaneous connectivity with source cell and target cell. 
4. Make-before-break 
5. RACH-less handover 
Dual-connectivity utilization is limited to DAG IAB topologies while other techniques can be used in both ST and DAG topologies. It is FFS whether IAB scenarios require any specific design of these solutions as compared to traditional UEs, e.g. due to fixed nature of IAB nodes.
<<TP end>>
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