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Introduction

As part of [1], there has been some discussion about flow control on the uplink and the need for it. The views on this are divergent and there is no clarity among participating companies about the relationship between flow control and congestion control. 
The main goal of flow control is to control the incoming data rate so that packets are not dropped due to buffers overflowing. In other words, flow control tries to ensure that the incoming data rate matches the capacity of the link(s) over which the data has to travel. In the downlink, when a route consists of a sequence of links donor(node1(node2(node3, node1 does not know when the downlink buffer at node2 is approaching overflow. Such a situation would occur when the node2(node3 link is congested. This calls for a “back-pressure” mechanism, which tries to slow the incoming data from the donor going over node2(node3.
A similar congestion situation can occur on the uplink route (node3(node2(node1(donor). That is, congestion on the node1(donor link can cause the uplink buffer at node1 to overflow. However, for uplink traffic, node1 can mitigate the buffer overflow risk by allocating fewer uplink resources for node2(node1 transmission. This can however lead to a buffer overflow risk at node 2. In response, node2 allocates fewer uplink resources, and this leads to a peristaltic progression of the congestion down the route. If the data rate injected into node 3 is high, this slow back-pressure mechanism is likely unable to avoid buffer overflows.
Given that dropping of packets is highly undesirable (will lead to retransmissions, causes TCP congestion avoidance to kick in, etc), it is essential to have flow control that is robust. However, if congestion on a link is long term, flow control does not address the problem. In such situations, it is necessary to identify alternate routes and map bearers to routes taking into account the congested link. In this contribution we review the effects of the implicit backpressure mechanism described above and propose alternative approaches. 
Discussion
Congestion occurrences on a link can be classified into the following two types:

· SNR on a link drops significantly causing the link to not be able to support the data rate that was ongoing or promised to bearers. Such a drop in SNR could be short term or long term.

· When multiple variable data rate bearers are multiplexed onto a link, the amount of data generated for multiple bearers can peak at the same time. The congestion caused by such an event is generally short.
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Figure 1: Uplink routes in an example IAB network
Figure 1 shows an example IAB network with 5 IAB nodes. Uplink traffic from 3 users are routed through the network. Users 1 & 2 are attached to node5, and user 3 is attached to node4. User1’s traffic is routed through nodes 4, 2 and 1. User2’s traffic is routed through nodes 4, 3 and 1. User3’s traffic is routed through nodes 2 and 1.
If the link node2(node1 experiences congestion, node2 can apply backpressure as mentioned above. That is, node 2 limits uplink resource allocation to node4. Node2 uses a buffer level to decide when backpressure is applied. We refer to this as the implicit backpressure mechanism.
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Figure 2: Trigger for implicit backpressure mechanism
When node2 starts applying backpressure, node4 is still unaware of any congestion issues. More importantly, UEs 1, 2, and 3 continue to push data into the network (i.e., they request uplink resources from their respective serving IAB nodes and are allocated resources since the IAB nodes are not aware of the congestion issue between node2 and node1). The buffers at node4 and node5 eventually reach the level where their respective backpressure mechanisms are triggered and the resources allocated to the UEs are reduced. However, between the time when the backpressure mechanism is triggered at node 2 and the time when nodes 4 & 5 trigger their respective backpressure mechanisms, a significant amount of data has entered the network. 
Thus, in order to ensure that packets are not dropped, when node2 starts the backpressure mechanism, it has to ensure that it can accommodate the data that will continue to enter the network until the IAB nodes serving the UEs start their backpressure mechanisms. This implies that the level at which the backpressure mechanism is triggered (parameter C in the above figure) has to be adjusted based on the length of the routes and the number of UEs. This can lead to smaller values of C as routes increase in length and number of UEs increase, causing a significant under-utilization of the buffers.
Observation: The backpressure mechanism consisting of smaller uplink resource allocations at intermediate IAB nodes can lead to conservative use of the uplink buffer at the IAB nodes. The utilization of the uplink buffer depends on the number of links in the routes served by the IAB node and the number of UEs served.
Proposal 1: RAN2 should agree that an uplink flow control mechanism based just on controlling the size of uplink grants at intermediate nodes is inadequate.
An alternative to the backpressure mechanism described above is to provide BSRs received by each node to descendant nodes. For example, node4 can send to node5 any BSRs received from UEs attached to node4 (e.g. user3). Similarly, node2 can send to node4 any BSRs received from UEs attached to node2; these BSRs can in turn be sent to node5. Note however, that this can result in a large number of BSRs transmitted through the network. Also, buffer status information is only valid for a short period of time (i.e., once the corresponding UE receives an UL grant or receives more data, the buffer status information in the BSR is no longer accurate). 
Another alternative that can be considered for uplink flow control is to provide buffer occupancy information. For example, when the buffer at node2 reaches a certain level, node2 transmits a buffer occupancy status indication to its child nodes. Node2 can transmit a buffer occupancy status indication to its child nodes taking into account its own buffer occupancy and the buffer occupancy status received from its parents. Since different bearers can be routed along different routes, the buffer occupancy needs to be bearer specific and can be handled at the adaptation layer. Such an approach can enable faster awareness of congestion along the route. Individual nodes can then take this information into account in allocating uplink resources. In particular, the node serving the UEs can start slowing the data admitted into the network from the UEs earlier than with the implicit backpressure mechanism. 
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Figure 3: Explicit backpressure mechanism
Proposal 2: RAN2 is requested to capture the above explicit backpressure mechanisms for uplink flow control in the TR.

When congestion is not short term

If congestion is not short term, then flow control mechanisms are not sufficient to resolve the problem. In this situation, it is necessary to identify alternate routes that support the required data rates for the bearers. Assuming a centralized controller at the donor IAB node for mapping of bearers to routes, information about congestion should be made available to the controller. Buffer status reports and buffer occupancy information can be transmitted to the donor IAB node. This can then enable the controller to switch routes.
Proposal 3: RAN2 should study delivery of information identifying congestion to donor IAB node.

Conclusion

We have analysed the problem of uplink flow control. The implicit backpressure mechanism consists of the IAB node at the transmitting end of the congested link reducing its uplink resource allocation. We show that the implicit backpressure mechanism reacts to congestion slowly and allows for a significant amount of data to be admitted into the network even after congestion has been detected. With such a mechanism, avoiding buffer overflows requires underutilization of the buffers. Therefore we think an explicit backpressure mechanism is likely to be needed for IAB. 

Further, while flow control can try to prevent buffer overflows in the short term, if congestion persists, flow control is inadequate. Selection of alternate routes is essential.

Our observations and proposals are listed below.

Observation: The backpressure mechanism consisting of smaller uplink resource allocations at intermediate IAB nodes can lead to conservative use of the uplink buffer at the IAB nodes. The utilization of the uplink buffer depends on the number of links in the routes served by the IAB node and the number of UEs served.
Proposal 1: RAN2 should agree that an uplink flow control mechanism based just on controlling the size of uplink grants at intermediate nodes is inadequate.

Proposal 2: RAN2 is requested to capture the above explicit backpressure mechanisms for uplink flow control in the TR.

Proposal 3: RAN2 should study delivery of information identifying congestion to donor IAB node.
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