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In last RAN2 meeting, some text proposals [1-2] about bearer mapping in IAB node and scheduler/QoS impacts had been agreed. One-to-one mapping and per QoS mapping can be considered further on bearer mapping in IAB node. New requirement of fairness schemes was raised to attempt to schedule the wireless resources to meet each UE requirement regardless of the number of hops a given UE is away from the Donor DU.
This contribution discusses further considerations of bearer mapping and QoS handling for L2 IAB architectures and gives our preference.
Discussion
As agreed in [1], an IAB node needs to multiplex the UE DRBs to the BH RLC-Channel. The following two options can be considered on bearer mapping in IAB node.
Option 1. One-to-one mapping
Option 2. Per QoS mapping
One-to-one mapping has the finest granularity of each UE bearer to easily guarantee each UE bearer’s QoS and fairness among UE bearers with same QoS profile. But one-to-one mapping will introduce a sharp increased number of logical channels in IAB backhaul interface. Hence scheduling complexity and specification efforts will be greatly increased. Legacy per QoS mapping can keep the number of logical channels in an acceptable range to reuse legacy Uu interface procedure as much as possible. But it seems that it is not easy to guarantee the fairness among UE bearers with same QoS profile. In this contribution, we discuss further details of these two options and aim to find a better solution to achieve both scheduling fairness and lower complexity.
Option1: One-to-one mapping
The following figure shows an example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each. One UE-bearer is mapped to one RLC channel on backhaul links. In this mapping architecture, schedulers in donor and each IAB node all have explicit information on each UE bearer and can therefore apply appropriate QoS differentiation among QoS profile, as well as fairness among UE bearers with same QoS profile. But the disadvantage of this mapping architecture is to need large number of logical channels in backhaul link. Many L2 procedures will be re-designed, e.g. BSR, LCP, PDU format, etc. Hence specification effort will be very high. 


Observation1: When one-to-one mapping is used between UE bearer and RLC-channel on the backhaul, fairness among UE bearers with same QoS profile can be guaranteed with higher complexity and great extension of logical channel number in backhaul link.
Option2a: Per original QoS mapping
The following figure shows a similar example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each with same QoS profile (e.g. default bearer). The UE-bearers are assumed to share the same RLC channel on backhaul links. Consequently, each backhaul link carries different number of UE-bearers. This mapping rule is similar with R10 relay, which means that UE bearers with same or similar original QoS profile will be mapped to one backhaul bearer. Hence the number of logical channels will be controlled within a lower scope and current UE L2 procedure will be reused as much as possible. Each backhaul bearer will have different scheduling parameters such as PBR based on the number of aggregated UE bearers. But in this mapping architecture, high hop-number UE and low hop-number UE with same QoS profile can not be differentiated and therefore can not be regarded separately. 


Observation2: When many-to-one mapping is used between UE bearer and RLC-channel on the backhaul only based on original QoS profile, the number of logical channels in backhaul link is lower and current UE L2 procedure can be reused but fairness among UE bearers with same QoS profile can’t be guaranteed.
Option2b: Per QoS & hop info mapping
The following figure shows a similar example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each with same QoS profile (e.g. default bearer). The UE-bearers with same or similar number of backhaul hops are assumed to share the same RLC channel on backhaul links. In this mapping architecture, high hop-number UE and low hop-number UE with same QoS profile can be mapped to different backhaul bearers and therefore can be differentiated explicitly. Fairness among UE bearers with same QoS profile can be guaranteed. The number of logical channels in backhaul link is greatly smaller than option1 but a little higher than option 2a. It is still possible to reuse UE L2 procedures.


Observation3: When many-to-one mapping is used between UE bearer and RLC-channel on the backhaul based on both original QoS profile and hop number info, the number of logical channels in backhaul link are medium and fairness among UE bearers with same QoS profile can be guaranteed.
Option2c: Per BH-defined QoS parameter mapping
The following figure shows a similar example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each with different QoS profile (e.g. green line carried higher level of QoS requirement and orange one carried the lower). In order to achieve original QoS profile, new QoS parameter in each hop will be generated, especially for high hop-number UE. Each hop will have a higher QoS requirement to meet original QoS. For example, if the total PDB (Packet Delay Budget) is 150ms, each hop may have a PDB requirement of 100ms or less; if the total PER (Packet Error Rate) is 10-5, each hop may have a PER requirement of 10-6, etc. Hence UE6\7 with multiple hops will have higher transmission requirement in donor link than UE4/5 with only 1 hop. Then the orange bearers of UE6\7 can be merged into higher QoS green bearer of UE2/3. The number of logical channels in backhaul link can be further reduced compared with option 2b.



Observation4: On the basis of ensuring fairness among UE bearers with same QoS profile, in option 2c the number of logical channels in backhaul link can be further reduced compared with option 2b.
The following table gives an overall comparison between the above 4 options.
	
	Option 1
	Option 2a
	Option 2b
	Option 2c

	Bearer mapping
	One-to-one
	Many-to-one
	Many-to-one
	Many-to-one

	Mapping rule
	Per each UE bearer
	Per original QoS profile
	Per original QoS and hop info
	Per BH-defined QoS considering hop info

	A backhaul bearer component multiplexes:
	One UE bearer
	UE bearers with same/similar QoS profile
	UE bearers with same/similar QoS profile and hop number
	UE bearers with same/similar BH-defined QoS profile

	Fairness guarantee
	Yes
	No
	Yes
	Yes

	Number of BH RLC-channels
	Very large
	small
	Medium
	small

	Spec effort
	High
	low
	low
	low


According to the above analysis, we propose:
Proposal 1: RAN2 to confirm that many-to-one mapping between UE bearer and RLC-channel on the backhaul based on both QoS profile and hop info can achieve both fairness among UE bearers and acceptable spec efforts. 
Proposal 2: RAN2 to capture the above options in TR38.874.
Conclusion 
In this contribution, we discuss further considerations of bearer mapping and QoS handling for L2 IAB architectures and have the following observations and proposals:
Observation1: When one-to-one mapping is used between UE bearer and RLC-channel on the backhaul, fairness among UE bearers with same QoS profile can be guaranteed with higher complexity and great extension of logical channel number in backhaul link.
Observation2: When many-to-one mapping is used between UE bearer and RLC-channel on the backhaul only based on original QoS profile, the number of logical channels in backhaul link is lower and current UE L2 procedure can be reused but fairness among UE bearers with same QoS profile can’t be guaranteed.
Observation3: When many-to-one mapping is used between UE bearer and RLC-channel on the backhaul based on both original QoS profile and hop number info, the number of logical channels in backhaul link are medium and fairness among UE bearers with same QoS profile can be guaranteed.
Observation4: On the basis of ensuring fairness among UE bearers with same QoS profile, in option 2c the number of logical channels in backhaul link can be further reduced compared with option 2b.
Proposal 1: RAN2 to confirm that many-to-one mapping between UE bearer and RLC-channel on the backhaul based on both QoS profile and hop info can achieve both fairness among UE bearers and acceptable spec efforts. 
Proposal 2: RAN2 to capture the above options in TR38.874.
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[bookmark: _Toc520296472]8.2.4	Scheduler and QoS impacts

8.2.4.1	Bearer mapping
For the per-QoS mapping, there are three potential branches as followings: 
Option2a: Per original QoS mapping
Mapping between UE DRBs and BH RLC-Channels is only based on original QoS profile of the traffic.


Figure 8.2.4.3 example of per original QoS mapping between UE DRB and BH RLC-Channel
Option2b: Per QoS & hop info mapping
Mapping between UE DRBs and BH RLC-Channels is based on both original QoS profile of the traffic and hop number info.


Figure 8.2.4.4 example of per QoS & hop info mapping between UE DRB and BH RLC-Channel
Option2c: Per BH-defined QoS parameter mapping
Mapping between UE DRBs and BH RLC-Channels is based on BH-defined QoS parameters of the traffic considering hop number info. For example, if the total PDB (Packet Delay Budget) is 150ms, each hop may have a PDB requirement of 100ms or less; if the total PER (Packet Error Rate) is 10-5, each hop may have a PER requirement of 10-6, etc.

[bookmark: _GoBack]
Figure 8.2.4.5 example of per BH-defined QoS parameter mapping between UE DRB and BH RLC-Channel

Table 8.2.4.1-2: Observations for bearer mapping
	
	Option 1
	Option 2a
	Option 2b
	Option 2c

	Bearer mapping
	One-to-one
	Many-to-one
	Many-to-one
	Many-to-one

	Mapping rule
	Per each UE bearer
	Per original QoS profile
	Per original QoS and hop info
	Per BH-defined QoS considering hop info

	A backhaul bearer component
	One UE bearer
	UE bearers with same/similar QoS profile
	UE bearers with same/similar QoS profile and hop number
	UE bearers with same/similar BH-defined QoS profile

	Fairness guarantee
	Yes
	No
	Yes
	Yes

	Number of BH RLC-channels
	Very large
	small
	Medium
	small

	Spec effort
	High
	low
	low
	low
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