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[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Introduction
In the last RAN2 meeting, the congestion issue in IAB was raised, and RAN2 issued an email discussion to identify the flow control issues and the potential solutions. As in the email discussion, most of the companies think that there is no issue in the manner of UL congestion. In this paper, we will discuss the DL congestion control issue, and give some high level solutions for DL flow control. 
Discussion
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]In this paper, we will study the RLC AM (end to end ARQ/ hop by hop ARQ) and RLC UM scenario for flow control in IAB. We will try to find a unified solution applies both RLC AM (end to end ARQ/ hop by hop ARQ) and RLC UM, in order to minimize our work. 
1.1. RLC AM mode
a) End to end ARQ
In the email discussion, the Current CU/DU split functionality, i.e. CU controls congestion of DU by F1-U was proposed to control the flow. As we know, in CU/DU split functionality, the Downlink Data Delivery Status procedure is purposed to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the downlink user data flow via the corresponding node for the respective data radio bearer [2].
[bookmark: _GoBack]Given the network architecture in figure 1, if hop 1 is congested, then IAB node 1 will provide feedback to IAB donor in Downlink Data Delivery Status procedure. Upon reception of DDDS from IAB1, IAB donor may alleviate the DL transmission towards IAB1. However, in this DDDS flow control procedure, IAB node 2 is a transparent node between IAB donor and IAB1. As a matter of fact, IAB2 is the father node of IAB1, which shall directly control the flow. Therefore, for CU centralized flow control, intermediate nodes of the congested node is ignored, only Donor IAB node can control the flow control. However, if Donor IAB node controls the flow via a couple of IAB node to the congested hop, it would bring longer delay compared to father node flow control.
Observation 1: Centralized flow control from IAB donor brings longer delay compared to father node flow control. 
Proposal 1: It is proposed to introduce hop by hop flow control mechanism.
If the RLC ARQ mechanism applies between Donor gNB and UE, in the case of DL transmission, the donor gNB shall maintain a transmission window. The Donor gNB of an AM RLC entity shall not submit to lower layer any AMD PDU whose SN falls outside of the transmitting window. When receiving a positive acknowledgement for an RLC SDU with SN = x, if x=lower boundary, the Donor gNB of AM RLC entity will update the lower boundary to the SN of the RLC SDU with the smallest SN, whose SN falls within the transmission window and for which a positive acknowledgments has not been received yet.
From the above transmitting side behavior of Donor gNB, it is observed that if one hop confronts congestion problem, the Donor gNB can be unaware of it, as well as of the unacknowledged SN(s). Furthermore, the unacknowledged SN is unseen to the Donor gNB. This scenario is illustrated below. 


Figure 1: end to end ARQ
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]In case hop 2 is congested in the DL side, IAB donor keeps expecting the positive acknowledgement from the peer side. Without the positive acknowledgement of the status report from the UE, the Donor gNB can’t update the window upper boundary. Therefore, the Donor gNB can’t transmit the more than the window-size of PDUs without the positive acknowledgement of the status report from the UE. If so, the Donor gNB has to buffer maximum window-size of PDUs. But as a matter of fact, the congestion only occurs in hop 2, Donor gNB has to buffer the transmission RLC PDUs. 
For end to end ARQ, as illustrated in figure 1, upon the reception of RLC PDU from the IAB donor, the intermediate IAB node 2, won’t decapsulate the RLC PDU to RLC SDU, since in end to end ARQ, the SN is unique through the whole link, so it is unnecessary for IAB2 to decapsulate the RLC PDU to RLC SDU. In another word, IAB2 can’t retrieve the PDCP SN, which should be included in DDDS message to feedback the successfully transmitted PDCP PDU.
Since the RLC SN through all IAB node are the same due to the end to end ARQ transmission, all intermediate node shall guarantee the reliability in each hop, and the packet from donor IAB shall be successfully. In addition, in end to end ARQ, DgNB/UE is the nodes in charge of re-transmission and providing feedback to the peer node. For hop by hop flow control, every IAB node is required to provide backpressure feedback for its father node, nevertheless, since in end to end ARQ, only the DgNB and UE are required to control the transmission, thus it is hard for end to end ARQ to implement hop by hop flow control. Therefore it is impossible to implement hop by hop flow control which is due to the flow control is done hop by hop,
Observation 2: It is impossible for end to end ARQ to implement hop by hop flow control.
b) Hop by hop ARQ:
In figure 2, we also assume that DL congestion happens in hop 2. In this case, Donor gNB keeps transmitting DL data in hop 3, IAB node 2 has no choice but keeps receiving the DL data. Since hop 2 is congested, therefore the buffer in IAB node 2 may get overflow since the southbound link (hop 2) has less capacity than the northbound link (hop 3). In this overflow case, IAB node 2 has to drop data. Unfortunately, there is no mechanism can allow the Donor gNB to slow down the transmission rate, or retransmit the dropped data. 


Figure 2: Hop by hop ARQ
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Observation 3: in hop by hop ARQ congestion scenario, the node of father node of the congestion hop drops packets when the buffer overflows. 
1.2. RLC UM mode
In RLC UM mode, there is no ARQ mechanism. So the RLC UM mode scenario is very similar to the hop by hop scenario. The northbound link keeps transmitting data regardless whether the southbound hop is more congested than the northbound hop, in other words, the node of father node of the congestion hop drops packets when the buffer overflows. 
Observation 4: in RLC UM mode, the node of father node of the congestion hop drops packets when the buffer overflows. 
In DL, for the cases of RLC AM and RLC UM, we believe that circumstances are also different. Also we believe that congestion has different impact for E2E ARQ than for HbH ARQ. RAN2 will identify the scenario and study the potential solution for both RLC UM and RLC AM, as well as E2E ARQ and HbH ARQ. From the study of RLC UM and HbH ARQ mode, we can discovery that these two cases are quite in common. Neither of these two cases impacts the nodes other than the father node of the congestions.We think developing two different solutions for both RLC UM and RLC AM will introduce much additional work and specification complexity. So we think RLC AM and RLC UM shall have a unified flow control solution. 
Proposal 2: RLC AM and RLC UM shall have a unified flow control solution..
1.3. Backpressure mechanism for flow control
In the email discussion, the backpressure mechanism was proposed to resolve the problem of DL flow control. The DL congested is identified that in the below figure [3], if the downlink data is congested between IAB node 2 and IAB node 3, this means that downlink buffer status of DU side of IAB node 2 is about to overflow. However, unlike uplink data congestion, this cannot be handled by itself because IAB node 2 cannot control downlink traffic from IAB node 1 and the DU side of IAB node 1 cannot know exact downlink buffer status of the DU side of IAB node 2. Eventually, the IAB node 1 does not know the downlink data congestion problem of IAB node 2 and would keep transmitting downlink data to the IAB node 2 while DU side of the IAB node 2 is congested, the downlink buffer of the DU side of IAB node 2 would be overflow, which finally results in loss of packets.
[image: ]Data congestion

Figure 3: backpressure mechanism for DL flow control
Thus, we can discover that problems caused by DL congestion are because the father node doesn’t know the buffer status of son node. The buffer overflow circumstance would lead to the loss of data. So if the son node feedbacks the buffer status/speed control (bit rate)/transmission status, etc. and then the father node can be assisted to control the DL transmission for this son node. 
Proposal 3: A backpressure mechanism is implemented to feedback information to the father node to assist the father node for flow control. 
Furthermore, the traffic in IAB hops changes very fast and frequently, and then we believe that the backpressure feedback should be fast and reliable. As we can see MAC sublayer is defined to manage the radio resources, and we propose to send the backpressure feedback in MAC CE.
Proposal 4: RAN2 is kindly asked to implement backpressure mechanism in MAC sublayer.
What’s more, also regarding to figure 3, after the father node of the congested hop provides feedback for backpressure, we assume that the hop between IAB3 and IAB2 is congested, IAB2 sends feedback to IAB1, and then IAB1 can’t send as much as he wants to IAB2. On the other side, if so, IAB donor keeps sending data to IAB1, then the DU buffer in IAB1 would overflow. So in this case, it should be up to IAB1 to make the decision whether it is necessary to provide backpressure feedback to its father node.
Proposal 5: Upon reception of backpressure feedback, it is up to the IAB node to make the decision whether it is necessary to send backpressure feedback to its father node. 
Conclusion 
In this contribution, we discuss the flow control scenario for L2 IAB architectures and have the following observations and proposals:
Observation 1: Centralized flow control from IAB donor brings longer delay compared to father node flow control. 
Observation 2: It is impossible for end to end ARQ to implement hop by hop flow control.
Observation 3: in hop by hop ARQ congestion scenario, the node of father node of the congestion hop drops packets when the buffer overflows. 
Observation 4: in RLC UM mode, the node of father node of the congestion hop drops packets when the buffer overflows. 
Proposal 1: It is proposed to introduce hop by hop flow control mechanism.
Proposal 2: RLC AM and RLC UM shall have a unified flow control solution..
Proposal 3: A backpressure mechanism is implemented to feedback information to the father node to assist the father node for flow control. 
Proposal 4: RAN2 is kindly asked to implement backpressure mechanism in MAC sublayer.
Proposal 5: Upon reception of backpressure feedback, it is up to the IAB node to make the decision whether it is necessary to send backpressure feedback to its father node. 
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