3GPP TSG RAN WG2#103


















R2-1811737
Gothenburg, Sweden, 20-24 August 2018                        Resubmission of R2-1809654
Agenda item:
10.5.1
Source: 
ZTE Corporation, Sanechips
Title: 
Supporting UE max data rate of DRB integrity protection in MR-DC and NN-DC

Document for:
Discussion and Approval
1. Introduction

UP integrity protection is agreed to be supported for the DRB with NR PDCP for SA and DC connected to 5GC. In the RAN2#101 meeting the following agreements related with the data rate of integrity protection were made:

- It is left to network to ensure that the UE supported data rate for integrity protection is not exceeded.  UE behaviour when data rate exceeds supported rate is unspecified.

- Signal the UE capability for supported max data rate for DRB IP in NAS as part of the rest of the UE security capability.  This should be confirmed with SA3/CT1/RAN3.

- Lowest possible value for the data rate is 64 kbps

And in eLTE connected to 5GC discussion the following agreement was reached:

- Data integrity protection will not be supported for E-UTRA connected to 5GC in rel-15.

Which means for NGEN-DC and NE-DC the DRB integrity protection will not be enabled for the LTE Node, but still can be supported for the NR Node. And for NN-DC the DRB integrity protection could be supported for both MgNB and SgNB.

And in RAN2#102 meeting there was a LSin from SA2: R2-1806655

	SA2 has discussed the signalling of the maximum supported data rate per UE for integrity protection for the DRBs as a UE capability. In particular, the discussion is based on the LS sent by RAN2 to CT1, SA3 and RAN3 in R2-1804056.
The use of user plane integrity is a decision made upon PDU session activation and applies to all the traffic of the PDU session for the lifetime of the PDU session. Each PDU session in the CN is served by potentially different SMFs, with the result that no SMF will have visibility of the full data rate for integrity protection for the UE. In addition, the AMF does not enforce any QoS-related decisions. Therefore, the only network entity capable of enforcing the maximum supported per-UE data rate for integrity protection is the RAN.

For this reason, SA2 would like a clarification as to why such capability is provided at the NAS level and not at the AS level.


From this agreement it could be confirmed that only RAN has the ability to ensure the UE capability of max data rate of DRB IP not being exceeded, the CN cannot do this work due to slice isolation.

Based above agreement, this paper discuss the impacts to NGEN-DC and NN-DC led by supporting UE capability of max data rate of DRB IP.

2. Discussion
For NE-DC, since the DRB integrity protection is not supported in the SeNB, the entire UE capability of max data rate of DRB IP could be freely scheduled by the MN itself, no additional spec work is seen for this case.

For NGEN-DC, the DRB integrity protection is not supported in the MeNB, a simple solution is allowing the SN to freely use the total UE capability of max data rate of DRB IP without MN control, however for a DRB IP data rate limited UE, the usage of DRB IP capability should be carefully calculated. For example if the SgNB enable the UP integrity protection for each steered PDU session with ‘preferred’ IP policy, the UE capability of DRB IP might be easily exhausted, and cannot accept any more subsequent steered PDU session with ‘required’ IP policy. Since SA2 required in the LS that “user plane integrity is a decision made upon PDU session activation and applies to all the traffic of the PDU session for the lifetime of the PDU session”(R2-1806655), in this case MN either has to initiate SN change to release one or more existing PDU sessions in case the new coming to-be-setup PDU session has higher ARP, or MN has to reject the new to-be-setup PDU session to the CN with a corresponding cause, however both ways will harm the KPI and user experience.

Observation 1:  Without MN control, in NGEN-DC the SgNB might easily exhaust entire UE capability of DRB IP.
Introducing MN controlled DRB IP capability threshold for SN can solve above issue. For example, from the beginning of SN addition, MN can assign only part of the UE capability of DRB IP to the SN in case there are multiple PDU sessions steering to SN in which some of the PDU sessions has ‘preferred’ IP policy and some has ‘required’ IP policy, the MN assigned UE capability of DRB IP can be only enough for serving the PDU sessions with ‘required’ IP policy, so that SN can know to disable the DRB IP of the PDU sessions with ‘preferred’ IP policy. And subsequently if the MN receives a new PDU session with ‘required’ IP policy from the SMF, MN still can steer this new PDU session to SN with a updated (higher) DRB IP capability threshold. With this way no PDU session will be released or rejected and the UE capability of DRB IP is used in a optimized way.

For NN-DC, above issue also exists. Since both MgNB and SgNB can support DRB IP, and neither node can know the overall used UE capability of DRB IP in real time, the UE capability of DRB IP should be split between MN and SN, and it should be under MN control. 

Note that for a DRB IP capability limited UE, the AMBR of UE is usually larger than the maximum data rate of DRB IP of UE, so the current split UE AMBR IE at Xn interface cannot be reused for splitting the DRB IP capability. An additional IE at Xn interface for splitting the UE DRB IP capability is suggested to be introduced.

Proposal 1: For NGEN-DC and NN-DC, MN decides how much UE capability of DRB IP could be split to SN during SN addition/modification, to ensure the UE capability won’t be exhausted or exceeded.  

3. Conclusion
Observation 1:  Without MN control, in NGEN-DC the SgNB might easily exhaust entire UE capability of DRB IP.
Proposal 1: For NGEN-DC and NN-DC, MN decides how much UE capability of DRB IP could be split to SN during SN addition/modification, to ensure the UE capability won’t be exhausted or exceeded.  
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