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1. Introduction

The EN-DC is supported in R15 NR, but the other MR-DC modes are dropped due to the time in R15. For EN-DC and NG EN-DC, the CN will be 5GC and the SDAP will be supported for DRB.
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Figure 1: Radio Protocol Architecture for MCG, SCG and split bearers for MR-DC with 5GC

In previous RAN2 meeting, RAN2 reached some agreements for MR-DC with 5GC in TS37.340.

In MR-DC with 5GC:

-
The NG-RAN QoS framework defined in TS 38.300 [3] applies;

-
QoS flows belonging to the same PDU session may be mapped to different bearer types (see subclause 4.2.2) and as a result there may be two different SDAP entities configured for the same PDU session: one at the MN and another one at the SN, in which case the MN decides which QoS flows are assigned to the SDAP entity in the SN;

-
The MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs;

-
If the SDAP entity for a given QoS flow is hosted by the MN and the MN decides that SCG resources are to be configured it provides QoS flow to DRB mapping information and the respective per QoS flow information to the SN;

-
If the SDAP entity for a given QoS flow is hosted by the SN, the MN provides sufficient QoS related information to enable the SN to configure appropriate SCG resources and to request the configuration of appropriate MCG resources. The MN may offer MCG resources to the SN and may indicate for GBR QoS flows the amount offered to the SN on a per QoS flow level.
In MR-DC with 5GC, the following principles apply:

-
The MN decides per PDU session the location of the SDAP entity, i.e. whether it shall be hosted by the MN or the SN or by both;

-
If the MN decides to host an SDAP entity it may decide some of the related QoS flows to be realized as MCG bearer, some as SCG bearer, and others to be realized as split bearer;

-
If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, some as MCG bearer, while others may be realized as split bearer. The SN may remove or add SCG resources for the respective QoS flows, as long as the QoS for the respective QoS flow is guaranteed.
In this paper, we will discuss issues related to the SDAP supporting for MR-DC with 5GC based on the current agreements.
2. Discussion

There are 5 issues to support SDAP for MR-DC.
Issue 1: SDAP configuration and remapping handling due to bearer type change

For MR-DC except EN-DC, the MN will be connected to the 5GC and the SDAP should be configured for the PDU session. Based on the current agreements, the MN will decide the SDAP location for one PDU session and there are two different SDAP entities configured for the same PDU session: one at the MN and another one at the SN, but there are only one SDAP entity for one PDU session in UE side for MR-DC case.

For the bearer type change, e.g. SN addition, the Qos flows can be offloaded to the SN side. There are 3 options to offload the Qos flow:
Option 1: the Qos flow offloading is by PDU session level.

Option 2: the Qos flow offloading is by DRB level.

Option 3: the Qos flow offloading is by Qos flow level.
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Figure 2: the Qos flow offloading option 1/2/3

In TS23.501, it indicates that the Qos flows from one PDU session can be transmitted in MN and/or SN. It is also beneficial to control the data offloading in Qos level.
“For some other PDU Sessions of an UE: Direct the DL User Plane traffic of some QoS Flows of the PDU Session to the Secondary (respectively Master) RAN Node while the remaining QoS Flows of the PDU Session are directed to the Master (respectively Secondary) RAN Node. In this case there are, irrespective of the number of QoS Flows, two N3 tunnel terminations at the RAN for such PDU Session.”
Proposal 1: the Qos flows offloading in bear type change is Qos flow level.
In previous, there are 2 scenarios to trigger the Qos flow remapping: one is DRB reconfiguration and another is handover. 
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Figure 3: the Qos flow remapping for DRB reconfiguration and HO cases

RAN2 agreed that in-order delivery should be ensured during flow re-mapping. For in-order delivery purpose, RAN2 also agreed that it is left up to gNB implementation for DL and UE sends the end marker SDAP control PDU only once for the relocated QoS flow after the remapping occurs for UL.
For MR-DC, the Qos flow re-mapping will occurred, e.g. the bear type change. So in-order delivery should be ensured for MR-DC. 
Proposal 2: In-order delivery should be ensured during Qos flow re-mapping due to the bearer type change for MR-DC.

For DL, e.g. Qos flow 1 is relocated to the SN side; there are 3 parts of data in SN side for flow 1. 
· Part 1: the Qos flow for flow 1 coming from UPF, e.g. blue highlight data in the figure.

· Part 2: the Qos flow for flow 1 coming from MN via Xn interface, e.g. yellow highlight data in the figure.

· Part 3: the data without acknowledgement in MN, e.g. the data with SN number of SN_n, SN_n+1 and SN_n+2 in the figure.
For the part 2 flow 1 data, the MN will forward the data from MN to SN via GTP tunnel between MN and SN. Then the SN will transfer the yellow data fist and then the blue data. The in-order deliver between yellow data and blue data is ensued by the end marker in the GTP layer and it is the same mechanism in HO.
However, it is an open issue that how to ensure in-order deliver between the part 3 data and yellow data. It is up to network implementation for the DRB reconfiguration and HO case. But it is not feasible for the MR-DC case because two network nodes are involved.

Based on the agreement that it is left up to gNB implementation for DL, the part 3 data can transferred in the MN side until they are acknowledged. Then the MN can inform the SN to start transmission for the flow 1 data.
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Figure 4: In-order delivery during Qos flow re-mapping for MR-DC DL case

Proposal 3: For DL, the un-acknowledgment data in MN is transmitted in the MN side until they are acknowledged, then the MN informs the SN to start transmission for the flow 1 data via X2 interface.
For the UL, e.g. Qos flow 1 is relocated to the SN side; there are 2 parts of data:

Part 1: un-acknowledgment data transmitted in MN side
Part 2: the new data from APP which will be transmitted in the SN side.
For UL, RAN2 agreed that UE sends the end marker SDAP control PDU only once for the relocated QoS flow after the remapping occurs for UL. Based on this agreement, the un-acknowledgment data transmitted in MN side will be transmitted in the MN side until they are acknowledged. At last the UE will send the SDAP end marker in MN SDAP for the flow 1 in MN side. After the reception of this kind of data, the MN will forward them to the SN, after that the MN will indicate the SN the data forwarding is finished. The SN will deliver the forwarding data to the UPF first. After the reception of indication from MN, then SN can deliver the data from SN SDAP entity.
Proposal 4: For UL, the un-acknowledgment data transmitted in MN side will be transmitted in the MN side until they are acknowledged and the SDAP end marker will be delivered in the MN side after the data transmission. The MN will forward the data to SN and send an indication to SN the reception of the SDAP end marker. The indication indicates SN can start to deliver the data from SN SDAP.

Proposal 5: send LS to RAN3 about above Proposals.
[image: image5.png]End marker for flow 1

v

Indication for the flow 1

transmission finishing in MN side. -
- >





Figure 5: In-order delivery during Qos flow re-mapping for MR-DC UL case

3. Conclusions:

In this paper, we discuss the open issues related to the SDAP supporting for MR-DC based on the current agreements. We propose:
Proposal 1: the Qos flows offloading in bear type change is Qos flow level.

Proposal 2: In-order delivery should be ensured during Qos flow re-mapping due to the bearer type change for MR-DC.

Proposal 3: For DL, the un-acknowledgment data in MN is transmitted in the MN side until they are acknowledged, then the MN informs the SN to start transmission for the flow 1 data via X2 interface.

Proposal 4: For UL, the un-acknowledgment data transmitted in MN side will be transmitted in the MN side until they are acknowledged and the SDAP end marker will be delivered in the MN side after the data transmission. The MN will forward the data to SN and send an indication to SN the reception of the SDAP end marker. The indication indicates SN can start to deliver the data from SN SDAP.

Proposal 5: send LS to RAN3 about above Proposals.
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