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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
[bookmark: _Hlk509572055]During the online discussion of the IAB session, the following two papers were presented discussing the bearer mapping and QoS aspects
R2-1811857	Bearer mapping and QoS handling in IAB architecture	CATT	discussion
R2-1812218	QoS Handling for the Adaptation Layer Above RLC Layer	

Based on that discussion, it was agreed to have a combined TP that addresses the bearer mapping/aggregation aspect in a general way. 

Discussion
[bookmark: _Hlk509522710]As explained in [1][2][3], bearer aggregation could consider more parameters than just the QoS profile of bearers for providing not only QoS differentiation but also ensuring fairness. One such parameter is the hop count that packets of a given bearer still have to traverse to reach the UE/donor DU. If QoS differentiation is based only on QoS profile of the bearer, bearers that have to traverse several hops further will be treated the same way as those that are just one hop away, thereby by leading to unfair treatment of those bearers from end to end perspective. 
In the TR, we have already captured two options of assuring fairness (8.2.4.2):
· Option 1: The DU scheduler obtains information about the number of UE bearers carried on each backhaul link. This enables the scheduler to apply fairness schemes. For this, the scheduler has to be updated whenever the number of UE bearers change on one of its backhaul RLC-channels. Alternatively, the scheduler derives the number of UE bearers carried on the backhaul RLC-channel from packet inspection. 

· Option 2: The DU scheduler obtains information about the number of descendant IAB-nodes supported by each backhaul link. This allows enforcing fairness schemes as long as UE-traffic is balanced across IAB-nodes. 

[bookmark: _Toc522742270]Ensuring fairness requires the consideration of other parameters (e.g. hop count, number of UEs/descendant IAB nodes served by IAB nodes, etc.) in addition to QoS profile of bearers. 
[bookmark: _Toc509849962][bookmark: _Hlk509849609][bookmark: _Toc509850200][bookmark: _Toc509851058][bookmark: _Toc509851109][bookmark: _Toc510096636][bookmark: _Toc510098576][bookmark: _Toc510109182][bookmark: _Toc510110095][bookmark: _Toc510186099][bookmark: _Toc510186207][bookmark: _Toc510599683][bookmark: _Toc510603620][bookmark: _Toc510618815][bookmark: _Toc510713114][bookmark: _Toc512802106][bookmark: _Toc512840310][bookmark: _Toc512845972][bookmark: _Hlk509846182]Another aspect that is also covered in the TR (section 9.5) is how the IAB network assures the QoS requirements of the bearers will be fulfilled. In the TR it is stated that to assure that the QoS of bearers will be fulfilled, the Donor CU has to check with all the intermediate (and also access) IAB node DUs along the path to a UE before approving a QoS profile. In our view, this step is not always needed. It may depend on QoS requirements associated with the new bearer as well as the current configured backhaul bearers. It may be required for bearers with strict QoS requirements, while best effort bearers may be mapped to existing backhaul bearers without checking for admission control with all intermediate nodes. Exact CU behaviour could be up to implementation and configuration. 

[bookmark: _Toc522742271]The CU does not always need to involve the intermediate IAB nodes in the N2 admission control procedure for ensuring the requirements of QoS profiles.

[bookmark: _Hlk520908444]Furthermore, in an IAB network, data packets may have to traverse several hops, where the adaptation layer of each hop will process and forward the packets to the next IAB node. This can incur additional latency to deliver packets to the intended UE. For applications with strict delay budget (e.g. voice), some mechanism is needed to ensure that the packet delay budget is met across the IAB network. One possible approach is to add timestamps for the delay budget to the data packets at the adaptation layer of the Donor DU. Adding timestamp could also be beneficial for active queue management in the sense that packets with already expired timestamps can be dropped to avoid congestion, as it’s pointless to keep packets that will be discarded anyway by the receiving entity. More details on the type of value for timestamp and required length for timestamp subfield is FFS.  
[bookmark: _Toc522742272]For services with strict delay tolerance, some mechanism is required (e.g. timestamps) for ensuring that the packet delay budget is met in an IAB network. The details are FFS.
Based on these observations, we have provided a TP in Section 5 to be captured in TR 38.874.
[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 
Observation 1	Ensuring fairness requires the consideration of other parameters (e.g. hop count, number of UEs/descendant IAB nodes served by IAB nodes, etc. ) in addition to QoS profile of bearers
Observation 2	The CU does not always need to involve the intermediate IAB nodes in the N2 admission control procedure for ensuring the requirements of QoS profiles.
Observation 3	For services with strict delay tolerance, some mechanism is required (e.g. timestamps) for ensuring that the packet delay budget is met in an IAB network. Adding timestamps is one option. The details are FFS.

[bookmark: _Toc509506670][bookmark: _Toc509506741][bookmark: _Toc509506763][bookmark: _Toc509506797][bookmark: _Toc509506865][bookmark: _Toc509506920][bookmark: _Toc509506937][bookmark: _Toc509507106]Based on these observations, we have provided a TP in Section 5 to be captured in TR 38.874.
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------------------------------------------Change 1-------------------------------------------
[bookmark: _Toc520296472]8.2.4	Scheduler and QoS impacts

8.2.4.1		Bearer mapping
An IAB node needs to multiplex the UE DRBs to the BH RLC-Channel. The following two options can be considered on bearer mapping in IAB node.


Figure 8.2.4.1-1 example of one-to-one mapping between UE DRB and BH RLC-Channel
Option 1. One-to-one mapping
In this option, each UE DRB is mapped onto a separate BH RLC-Channel. Further, the each BH RLC-Channel is mapped onto a separate BH RLC-Channel on the next hop. The number of established BH RLC-Channels is equal to the number of established UE DRBs. 
Since the IAB node just relays a data block between UE DRBs and BH RLC-Channels, there is no need to multiplex UE DRBs, and no need to identify the data block. 


Figure 8.2.4.1-2 example of per many-to-one  mapping between UE DRB and BH RLC-Channel
Option 2. Many-to-one Per-QoS mapping
For the many-to-one mapping, the IAB node establishes BH RLC-Channels based on network implementation specific parameters, such as the QoS profile. Other information such as  hop count could also be considered. of the traffic. This mapping is dependent on network implementation and the exact information needed to be specified for the aggregation (if any) is FFS. The IAB node can multiplex DRBs or QoS flows with similar QoS characteristics (with other information to be used FFS) into a single BH RLC-Channel even in case they belong to different UEs. Further, the each BH RLC-channel may be mapped onto the different BH RLC-Channels according to QoS profiles and/or other information on the next hop. The number of established BH RLC-Channels is equal to the number of the carried QoS profiles.
Since the BH RLC-Channel is aggregating data from established per QoS profilemultiple bearers, UEs or IAB nodes, each data block transmitted in the BH RLC-Channel needs tomay need to contain an identifier of the UE, IAB node, and/or DRB it belongs to (the identifiers may or may not be at the adaptation layer header depending on the solution deployed).
The mapping as well as the QoS scheduling in the intermediate nodes can be dynamically updated in specific network implementations based on aspects such as changing radio conditions, load conditions (e.g. number of connected users), achievable packet delay budgets, etc. The intermediate nodes could get the information required via the adaptation layer header or direct CU signalling, and the relevant standardization impact if any is FFS.


Table 8.2.4.1-1: Observations for bearer mapping
	
	One-to-One
	Per QoSMany-to-one

	# of BH RLC-Channels
	# of DRBs
	# of QoS types Depends on network configuration and performance targets

	RB multiplexing
	No
	Yes

	In-band identification 
	None
	UE-ID + UE-specific bearer ID (QoS ID FFS) UE-ID + UE-specific bearer ID + other IDs (QoS ID, IAB node ID FFS) depending on the architecture option

	Required mapping information
	UE DRB to BH RLC-Channel
	UE DRB to BH RLC-Channel

	QoS guarantee
	Yes
	Yes

	QoS granularity level at which QoS guarantee can be given
	Per Access UE bearer
	Per BH RLC-Channel



[bookmark: _Hlk521580471]------------------------------------------Change 2-------------------------------------------

8.2.4.2	Enforcement of Fairness Schemes
[bookmark: _Hlk513562410]An IAB network should attempt to schedule the wireless resources to meet each UE bearer’s requirement regardless of the number of hops a given UE is away from the Donor DU.
The scheduler on the wireless backhaul link can distinguish the QoS profiles associated with different RLC channels. It may also apply information regarding the number of hops a packet needs to traverse, in addition to the QoS profile of the bearers, in order to provide hop-agnostic performance. 
When one-on-one mapping is used between UE bearer and RLC-channel on the backhaul, the IAB node has explicit information on each UE bearer and can therefore apply appropriate QoS differentiation among QoS profiles, as well as fairness among UE bearers with same QoS profile. 
While QoS differentiation is still possible when UE bearers are aggregated to backhaul RLC-channels, enforcement of fairness across UE bearers become less granular.

[bookmark: _Ref513562348]Figure 8.2.4.2-1 IAB network with 3 hops and 12 UEs
Figure 8.2.4.2-1 shows an example scenario of an IAB network with 3 hops and 12 UEs attached. The UEs are assumed to have one bearer each with same QoS profile (e.g. default bearer). The UE-bearers are assumed to share the same RLC channel on BH links. Consequently, each backhaul link carries different number of UE-bearers (Table 8.2.4-y). 
Below are the two options for applying fairness schemes across backhaul and access links (other options are not precluded): 
· Option 1: The DU scheduler obtains information about the number of UE bearers carried on each backhaul link. This enables the scheduler to apply fairness schemes. For this, the scheduler has to be updated whenever the number of UE bearers change on one of its backhaul RLC-channels. Alternatively, the scheduler derives the number of UE bearers carried on the backhaul RLC-channel from packet inspection. 

· Option 2: The DU scheduler obtains information about the number of descendant IAB-nodes supported by each backhaul link. This allows enforcing fairness schemes as long as UE-the total traffic is balanced across IAB-nodes. 



------------------------------------------Change 3-------------------------------------------


[bookmark: _Toc520296493]9.5	Satisfying the QoS requirements
IAB mode of operation may impose additional requirements on the RAN design, in order for the RAN to support the QoS profiles imposed by the Core network. These additional requirements may be due to e.g. the latency associated with multiple hops, congestion and failure of wireless backhaul links. However, in both IAB and non-IAB mode of operation, RAN may not always be able to meet the QoS profiles requested by the core network. To handle this scenario, the TS 23.502 [3] in Section 4.3.2. defines an N2 procedure which allows the RAN to reject the QoS profiles requested by the core network, in case the RAN cannot meet these QoS profiles. This N2 procedure is applicable to both IAB and non-IAB mode of operation. 
With regards to the aforementioned N2 procedure, after receiving a flow QoS request from the core network, the IAB-donor CU should may inform, via F1-AP, the corresponding access-IAB-node-DU and some or all intermediate IAB-node DUs about this flow and its QoS requirement. The inquired DUs shall accept/reject the request. In order to guarantee latency bounds, the CU should include in the QoS request to the DUs some assistance information including at least e.g. some hop-count-related information pertaining to the route to the access-IAB-node-DU. Further details of this information to be provided are FFS.
Since the IAB-specific constraints on QoS depend on the particular IAB designarchitecture option, the study will capture the tradeoff among the various IAB designs architecture options with respect to their impact on QoS.

------------------------------------------End of changes-------------------------------------------
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