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1.	Introduction
This document is the summary of the following e-mail discussion:

[AH1807#19][IAB] IAB Flow Control and Congestion Handling (LG)
Intended outcome: Report, a) describe problem b) identify solutions (on a high level), to be put on the table for next meeting.
Deadline:  Thursday 2018-08-02

2.	Phase I Discussion
For flow control issue, there were several proposals submitted to RAN2 NR AH#1807 meeting [1-2]. However, as indicated in the intended outcome, this email discussion tries to find and describe a problem for flow control and congestion handling in all aspects and then identify a high level solution for the recognized problems from the 1st phase discussion. Thus, the 1st phase discussion of the e-mail discussion focuses on describing problems for flow control and congestion handling. Once the problems are recognized and summarized after the 1st phase discussion, the Rapporteur would provide 2nd phase questions to identify a high level solution for each recognized problems.
The suggested time schedule is as follows:
· 1st phase (by 26th July): describing a problem on flow control and congestion handling. 
· 2nd phase (by 2nd August): Identifying a high level solution for the recognized problems during 1st phase.

2.1	Data congestion and flow control
Data congestion can happen on either uplink or downlink in IAB node due to radio problems or heavy traffics, but the situation and problems would be different depending on whether uplink data congestion or downlink data congestion. Solutions would be also considered differently. Thus, uplink and downlink cases are discussed and handled separately in the following discussion. 

2.1.1 Uplink data congestion
As shown in below figure 1 (this figure is informative and just one of protocol stack examples in the TR 38.874 to explain a problem. Please do not focus and obsess on architecture, e.g. location of Adapt layer), if the uplink data is congested between IAB node1 and IAB node 2, this means that uplink buffer status of MT side of IAB node 2 is about to overflow. However, this uplink data congestion is not a serious problem and can be handled by itself, i.e. IAB node 2 may not need any helps and special handling by neighbour IAB node or IAB donor to resolve this uplink data congestion. This is because the IAB node 2 acts as a gNB to UEs. The IAB node 2 can control the amount of UL data from UEs by adjusting the UL grant. Finally, uplink data congestion in IAB node 2 would be resolved after controlling uplink data from UEs in the figure.
Thus, there is no serious problem on uplink data congestion.
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Figure 1. example figure for uplink data congestion 

Question 1: Do companies agree that there is no problem on uplink data congestion?
	Company
	Yes/No
	Comments

	AT&T
	
	We agree that there is no flow control related problem on the uplink because the IAB node has buffer status availability of the UEs and MTs it is serving, and has complete control over uplink grants. However, we do believe there is a slightly different IAB-specific congestion problem on the uplink as described in response to the next question. 

	ZTE
	Yes
	We agree that there is no problem on uplink data congestion. The uplink congestion could be mitigated by admission control and the UL grant allocation from upstream serving IAB nodes.

	Intel
	
	Considering the case where there are more than 2 IAB nodes on the route: if buffer at IAB-node-2 is about to overflow, IAB-node-2 will reduce resource allocation to IAB-node-3. This can cause buffer overflow at IAB-node-3. This effect can continue down the chain. As a result there can be packets dropped on links different from where congestion is first observed. So, it is not clear that we can declare that there is no problem on uplink data congestion.

	Ericsson
	Maybe
	As compared to the DL, there exists mechanism for pushing back the flow of traffic in the UL. An IAB node will have control of the incoming UL data to it from the UEs and IAB nodes that it is serving (via scheduling grants), and it also has information regarding the buffer status at the MT side (for forwarding the UL data). This can be considered as an implicit (yet limited) hop-by-hop flow control. Further discussion is needed to find out if this is sufficient or not. 

	OMESH
	
	We agree that there is no flow control problem on the uplink data congestion, but there is a ROUTING problem that can potentially resolve the poor user experiences when uplink congestion occurs. We will provide detailed description in the next question.

	Qualcomm
	Yes, there is no problem.
	The DU scheduler can reduce UL transmission grants to throttle traffic on each BH-link channel. This essentially represents a backpressure mechanism. 

	Huawei/HiSilicon
	No
	There is also the potential for negative performance impacts due to UL data congestion, but may not be as critical as for the DL case. Although UL congestion may not necessarily result in dropping data at an IAB node due to buffer overflow, this does not mean that UL congestion will not result in any negative impacts. In the example described above, IAB-node 2 could adjust the flow of data from the UE by adjusting UL grants to the UE. However, this means that the QoS of the UL bearer and/or associated QoS flows would be negatively impacted, and may not be guaranteed. This would manifest as an increase in latency, and potentially PDB not being met. In the case of a GBR bearer, UE buffer space could also potentially overflow, resulting in data being dropped at the UE before it can be transmitted over the Uu interface.
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	Yes
	For UL transmission, network allocates UL grant based on BSR. If receiving BSR, network still cannot allocate enough UL grant. That means the whole network is at the stage of high load. So, there is no need to enhance the UL congestion. 

	Nokia
	No
	It is true that the serving access node, at the edge of the tree, has visibility to the BSR of the UE and furthermore, the intermediate nodes have visibility to the BSR of the child nodes, however there is no visibility of congestion from child to parent.  Therefore, it is possible that a child node, or more specifically edge node, will admit more traffic than can be served by the parent node. 

	Sequans
	Maybe
	We agree that congestion (meaning ultimately packet dropping) can be avoided as the IAB node has full control on incoming traffic in that direction.
However there still could be overbuffering/delay, which might be a problem. No strong view at this stage.

	KDDI
	Yes
	We have same view as Qualcomm.

	LG
	Yes
	We think that there is no uplink data congestion problem because the IAB node can control all UL grant allocation as explained above.

	CATT
	Yes
	Agree with LG

	Samsung
	
	The UL congestion problem can occur theoretically if the access link UL performance is much better than the relay link UL throughput. In other words, the access link IAB node will admit traffic that it will not be able to send due to insufficiently large grants from its controlling node. However, it means that the relay link is a bottleneck of the whole system, which is a sign of misplaced IAB node or misconfigured links (i.e. the overall system performance will be quite poor). Thus, we do not believe that this issue will be critical in the real life. Furthermore, we also believe that IAB nodes will have much larger buffers when compared to the UE buffers and sufficiently large data volumes could be buffered properly even if this problem occurs.



Summary 1. The summary is presented in section “3.1.1 Uplink data congestion” for phase II discussion.

Question 2: Please describe a problem on uplink data congestion which should be discussed, if any?
	Company
	Comments

	AT&T
	The congestion problem on the uplink for IAB is more likely to occur at upstream IAB nodes closer to the donor or at the donor IAB node. Since upstream intermediate IAB nodes and the donor IAB node may serve aggregated uplink traffic from many UEs and IAB nodes, such upstream IAB nodes are more likely to face congested conditions. Moreover, lower IAB nodes may not have full visibility of such congestion, and may only see its effect in the form of lower throughputs and longer packet delays. We will discuss some potential solutions to this problem in the next phase of this discussion. 

	OMESH
	The congestion problem on the uplink could be mitigated by admission and traffic control as IAB node acts as a Gnb to Ues and MTs. However, as described by AT&T, the lower IAB nodes may not have full visibility of congestions of upstream IAB nodes closer to the donor. This fact can results in poor user experience for Ues connected to lower IAB nodes. In particular, this is really a PROBLEM introduced by uplink congestion. We think the IAB routing should be opportunistically re-selecting the next hop IAB nodes according to their instantaneous congestion conditions, to avoid such problem of poor user experience. We will discuss some potential solutions in the next phase.

	Qualcomm
	Congestion may occur AFTER Ues have been admitted and routes have been set. Routing decisions and admission control are independent mechanisms that do not belong in this discussion.

	Huawei/HiSilicon
	We also should consider the impact of multiple connectivity on congestion detection and mitigation. As illustrated for the DL case in the answer to question 4 below, there are multiple hops and different possible routes between IAB donor and UE, local congestion detection and flow control is likely insufficient to address all IAB scenarios. Even if we ultimately conclude that the current UL scheduling mechanism (BSR and UL grant scheduling) can be reused to alleviate UL congestion, we may need to consider enhancements or optimizations to address multi-connectivity/multiple routes, particularly when considered in conjunction with a DAG topology. 

	Nokia
	We also see a congestion problem on uplink where too much traffic gets admitted at the edge of the network creating congestion close to the donor.  The congestion at nodes close to the donor would be problematic for two reasons: (1) excess traffic would build up congestion that could only be remedied by higher layer such as TCP and (2) the additional traffic at the edge would cause added interference in the network, degrading the overall performance of the network.

	KDDI
	We have a similar view to Qualcomm. We should discuss the resource (re)allocation mechanism based on the information from southbound congested IAB nodes. Since, for example if the IAB node have more uplink data traffic than downlink data traffic, then operators want to allocate more spectrum resources to uplink data by changing TDM/FDM ratio. However resource (re)allocation mechanism should be discussed separately.

	Samsung
	We agree with observations made by companies that we should not be mixing routing and congestion handling. Routing is a long term decision and we do not anticipate routes to change frequently.



Summary 2. The summary is presented in section “3.1.1 Uplink data congestion” for phase II discussion.

2.1.2 Downlink data congestion
As shown in below figure 2 (this figure is informative and just one of protocol stack examples in the TR 38.874 to explain a problem. Please do not focus and obsess on architecture, e.g. location of Adapt layer), if the downlink data is congested between IAB node 2 and IAB node 3, this means that downlink buffer status of DU side of IAB node 2 is about to overflow. However, unlike uplink data congestion, this cannot be handled by itself because IAB node 2 cannot control downlink traffic from IAB node 1 and the DU side of IAB node 1 cannot know exact downlink buffer status of the DU side of IAB node 2. Eventually, the IAB node 1 does not know the downlink data congestion problem of IAB node 2 and would keep transmitting downlink data to the IAB node 2 while DU side of the IAB node 2 is congested, the downlink buffer of the DU side of IAB node 2 would be overflow, which finally results in loss of packets.
Thus, downlink data congestion may cause lots of data losses and special handling should be considered.
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Figure 2. example figure for downlink data congestion 

Question 3: Do companies agree that downlink data congestion has a problem as explained above?
	Company
	Yes/No
	Comments

	AT&T
	Yes
	Additionally, different cases of the above described downlink data congestion problem may need to be considered. For example, it may need to be considered whether the congestion is at the access IAB node, intermediate IAB nodes or the donor IAB node. We believe the biggest problem is at the intermediate IAB nodes, so any solutions that are developed must be effective at resolving this issue at intermediate IAB nodes.

	ZTE
	Yes
	

	Intel
	Yes
	

	Ericsson
	Yes
	

	OMESH
	Yes
	We agree with AT&T that the downlink congestion will cause most problems in the intermediate nodes, since the access IAB shall have less consumed bandwidth. We believe the FLOW CONTROL and ROUTING actually need to be studied an integrated solution to the downlink congestions.

	Qualcomm
	Yes
	It is important to understand WHY data loss due to congestion is a problem. We have congestion and congestion-related packet loss on routers on the Internet all the time, and this does NOT create a problem since TCP supports a congestion-control mechanism. So it is important to understand why TCP congestion control would not work sufficiently well.   

	Huawei/HiSilicon
	Yes
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	Yes
	

	Nokia
	Yes
	The congestion on the downlink will be dominated by the geometry of the destination UE.  An access UE will likely have lower spectral efficiency than the IAB link. Therefore, it may often be the case where more bearer traffic can be transferred over IAB link than can be received by the destination UE, thus causing congestion to build at the serving IAB node at the edge of the network. IAB links closer to the donor, may therefore needlessly expend IAB link resources on Ues in poor geometry that could have been better spent on Ues having more favourable channel conditions.

	Sequans
	Yes
	Though we are not sure what “downlink data is congested between IAB node 2 and IAB node 3” means. In our view in this example, IAB node 2 is congested because there is more incoming traffic than outgoing traffic. And IAB node 3 may just be UE(s) (i.e. it congestion can happen to the access IAB nodes).
It might be good to highlight why this is a new problem compared to non-IAB. The main difference compared to a UE-Gnb case, is that Gnb can handle congestion in an appropriate way (optimized AQM, ECN, dropping of SDUs without SN gap).
In case of DU-CU, and congestion at the DU, the F1-U provides flow control which enables the CU to still handle congestion.

	KDDI
	Yes
	

	LG
	Yes
	

	CATT
	Yes
	

	Samsung
	In principle, yes
	In principle, the DL congestion is more likely to occur when compared to the UL congestion because we anticipate DL wireless backhaul links to have higher capacity than the access link .However, echoing what Qualcomm mentioned, is this problem fundamentally different/new when compared to IP networks which have even higher rates and date rate fluctuations? TCP should take care of congestion and congestion would cause problems only when DRB buffers overflow. It is also worth noting that in addition to the TCP congestion handling mechanism, we also have ARQ window mechanism that should prevent transmitter from pushing more data. In other words, the congested node will slow down data transmission, which will block ARQ feedbacks, which in turn will prevent transmitter from sending more data.



Summary 3. The summary is presented in section “3.1.2 Downlink data congestion” for phase II discussion.

Question 4: Please describe another problem on downlink data congestion which should be discussed, if any?
	Company
	Comments

	Qualcomm
	We would like to differentiate the problem into: 
1. Does congestion related packet loss occur?
2. If so, what would be the impact of such congestion-related packet loss?
The answers on these questions depend on the particular L2 design, i.e. we have to evaluate it for E2E and HbH ARQ.
1. Does congestion loss occur?
End-to-end ARQ: The donor cannot transmit more than window size of PDUs above the in-sequence acknowledged PDUs. Therefore, at most, window-size of PDUs are in transport in downstream direction. If an IAB-node can buffer window-size of PDUs there would be no congestion loss. Congestion loss may occur if the window size is smaller than that.

Hop by hop ARQ: If the RX side of a backhaul link acknowledge all RLC PDUs properly received the Tx side keeps transmitting. Therefore buffer sizing alone does not help preventing congestion loss (opposed to end-to-end ARQ). 

2. Impact of congestion loss: PDCP resides above RLC and it has a reordering function. For that reason, it will wait t-reordering for dropped packets before it forwards any following packet to upper layers. This delays TCP to receive congestion signals (duplicate ACKs) and it may lead to permanent triggering of TCP slow start. This is an architecture group 1 problem. It will not occur for architecture group 2.


	Huawei/HiSilicon
	We also should consider the impact of multiple connectivity on congestion detection and mitigation. As an example, consider the following figure:
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IAB donor can forward UE1’s packet towards UE1 through both the 1st path (via IAB node 1, IAB node 2, and IAB node 4) and the 2nd path (via IAB node 1, IAB node 3, and IAB node 4). If IAB donor is unaware of the downstream links’ situation, e.g. the link between IAB node 2 and IAB node 4 may be congested or suffering from blockage, it will forward UE1’s packets through the 1st path continuously. Most of these packets may be backlogged at IAB node2 or, even worse, be dropped due to buffer overflow. Furthermore, packets of other UEs which are served by IAB node 4 may experience the same problem as UE 1. Since there exists an alternative path between IAB donor and IAB node 4, such a situation could be avoided if the IAB donor is notified about the abnormal situation of the downstream links. The IAB donor can carry out link level (or IAB node level) flow control to transmit more traffic packets of UE’s served by IAB node 4 through the alternate path IAB donorIAB node 1IAB node 3 IAB node 4. 
Considering that there are multiple hops and different possible routes between IAB donor and UE, local congestion detection and flow control is likely insufficient to address all IAB scenarios.

	KDDI
	We need an explicit backpressure mechanism for downlink data for both E2E and H2H. In IAB operation, we have to optimize the buffer size of IAB nodes, window-size, t-reordering and other related parameters. However I guess the optimization cannot address all flow control problems sometimes, in such situation an explicit backpressure mechanism is needed.

	Samsung
	Firstly, we would propose to abstain from brining multi-connectivity into this discussion as the intra-frequency NR+NR DC feature does not exist even on the Rel-16 WI plan; and it is not clear whether and when it will be done.
Referring to comments from Qualcomm, we do acknowledge that there could be different system behaviour in terms of how it reacts to congestion when we use end-to-end or hop-by-hop ARQ. However, we do not think that it could be fundamentally different. At the end the amount of data that a particular node has to buffer is governed by the ARQ window irrespective of the fact whether the transmitter is an upstream node or the donor IAB node.

	
	



Summary 4. The summary is presented in section “3.1.2 Downlink data congestion” for phase II discussion.

2.1.3 Scope of flow control
As per the comments from the last online meeting, some companies think that end-to-end flow control is enough and CU can have full picture of the buffer status of the all child IAB nodes. For this, new signaling from child IAB nodes may be needed to make CU get whole picture of the buffer status in IAB topology. On the other hand, some companies indicate that hop-by-hop flow control is needed for IAB. However, there is no concrete understanding and majority view on this issue. Thus, rapporteur thinks that it would be good to discuss further about scope of flow control. 

Question 5: Is “End-to-end flow control” enough or should “Hop-by-hop flow control” is also considered?
	Company
	Comments

	AT&T
	The flow control solution developed to relieve above described downlink data congestion problem must be effective at managing buffer sizes at intermediate IAB nodes, and be able to respond quickly to dynamically changing conditions, including route changes. There are several reasons why we strongly believe that end-to-end flow control may not be effective at doing this, and that distributed hop-by-hop flow control may be a much more effective solution. Some of this reasoning is summarized below:
· When the congestion is at an intermediate IAB node, the end nodes (access IAB node and CU or donor DU depending upon specifics of the end-to-end flow control solution) do not have full visibility of the problem. With an end-to-end flow control, any congestion in intermediate IAB nodes may be perceived at the CU or donor DU in the form of low throughput, thereby pushing the CU or donor DU to throttle the amount of data being pushed on the downlink. However, in a multi-hop scenario this end-to-end throttling may be slow to react to congestion at intermediate IAB nodes, causing the intermediate IAB node to continue dropping packets.
· Evidence from analysis of multi-hop wireless networks shows that hop-by-hop flow control helps achieve spatial spreading of congestion across the multi-hop network. So even though the bottleneck may be at one place, hop-by-hop flow control helps to spread out the congestion across multiple nodes, thereby resulting in smaller peak buffer sizes at individual relay nodes. (Reference: Y. Yi, S. Shakkottai, “Hop-by-hop Congestion Control over a Wireless Multi-hop Network”, IEEE/ACM Transactions on Networking, Vol. 15, Issue 1, Feb. 2007).
· Hop-by-hop flow control is also more effective at working in conjunction with TCP-based flow control, which is higher up in the protocol stack. Evidence from analysis shows that having a hop-by-hop flow control mechanism under TCP’s end-to-end flow control helps to even out the TCP flow rate. For IAB, we have a similar situation where TCP will be riding up above whatever lower layer flow control is designed for IAB, so a similar effect may be achieved with hop-by-hop flow control. (Reference: R. Malhotra, R.Haalen, M. Mandjes, R. Nunes-Queija, “Modeling the interaction of IEEE 802.3x hop-by-hop flow control and TCP end-to-end flow control”, Proceedings of IEEE Conference on Next Generation Internet Networks, 18-20 April, 2005).

	ZTE
	We think hop-by-hop flow control is more efficient, where the serving IAB node could reduce the downlink transmission to child IAB node based on the child IAB node’s feedback and thus mitigate the downlink congestion. In addition, if the congestion happens along all the downlink data fowarding path, the congestion feedback could be further delivered to the upstream IAB node or Donor node and finally achieve the slow down of downlink transmission.

	Intel
	We would like to thank AT&T for the references regarding hop-by-hop congestion control. We think some further discussion is probably needed about the complexities of hop-by-hop flow control for IAB. 

	Ericsson
	We agree with AT&T that there could be some merit to using hop-by-hop flow control. Further investigation/discussion is needed regarding the need of hop-by-hop flow control (e.g. benefits as compared to active queue management) and also its complexities (as Intel also have indicated).

	OMESH
	We also think hop-by-hop flow control shall be adopted, instead of end-to-end. In addition, we think that any flow control shall be integrated with routing as a whole solution to the uplink and downlink congestion problems, as expressed previously in this email discussion.

	Qualcomm
	We need to clarify the terminology first. “E2E flow control” usually relates to individual E2E flows (as it says). For IAB, such “E2E flow” could refer to the UE-bearer between IAB-donor and UE. Any flow control (e.g. on PDCP layer) would involve the UE and therefore, it cannot be supported for Rel-15 backward compatibility reasons. If we restrict E2E flow control to IAB-nodes and donor only, the question would arise on how to define an “E2E” flow for an intermediate IAB-node which terminates some fraction of traffic while forwarding another. 
Apart from that, we agree with the observations of other companies that hop-by-hop flow control is generally faster and preferred over E2E flow control. We believe that such hop-by-hop flow control can be done very easily on MAC layer, e.g. on per RLC-channel base.

	Huawei/HiSilicon
	Both hop-by-hop and end-to-end flow control should be considered. However, we need to be careful not to confuse this terminology with hop-by-hop/end-to-end ARQ, as ARQ and congestion detection/flow control are separate functions, which are independent of each other.
The major differences, as we see them, between end-to-end and hop-by-hop flow control has to do with how any mitigation actions (e.g. routing decisions) are made, and how congestion information is reported to the controlling node.
For example, if routing decisions are centralized (e.g. all routing decisions are made by donor), then this would favour end-to-end flow control, with congestion being reported from the detecting IAB node up to the controlling node (donor).
If routing decisions are made in a more distributed manner (e.g. at the IAB node), this would favour a hop-by-hop approach for flow control, since congestion on one link or descendent IAB may trigger the parent node to change routing, or rebalance traffic flows among different routes. However, due to multi-connectivity (please see the answer to question 4 above), even with hop-by-hop flow control, congestion information may need to be propagated beyond the IAB node immediately serving the congested link. 

	Lenovo&MotoM
	Both end-to-end flow control and hop-by-hop flow control should be considered.
Whether end-to-end or hop-by-hop should be considered could be related to the following:
1. IAB donor has the full picture of topology or not? If yes, IAB donor can resolve the problem of overflow based on the response from overloading IAB node. For example updating the route. If IAB donor has no full picture and parent IAB node controls child IAB node, parent IAB node could resolve the problem of congestion in child IAB node.
Note that in the email discussion of [09], some companies think that IAB donor may not have the full picture of topology.
Which node is responsible for resource allocation? From DL/UL resource allocation point of view, RRC configures slot format first in NR system. Then, DCI can update the ‘F’ resource within the RRC-configured resource. For IAB, one potential way of resource allocation is that IAB donor configures the slot format. Then, parent IAB node can update the ‘F’ resource within the resource configured by IAB donor. So, one reason of congestion is that IAB donor (or parent IAB node) does not allocate enough resource for that IAB.

	Nokia
	In our view, both end-to-end flow control and hop-by-hop flow control should be considered. 
Hop-by-hop flow control on intermediate nodes can be managed on intermediate nodes by making congestion visible to the scheduler in the intermediate nodes. A scheduler may actively deprioritize congested destination IAB nodes, thereby mitigating further congestion at the destination.  By actively limiting congestion to intermediate nodes, the congestion would then instead build at the source nodes providing information to the end-to-end flow control mechanism.

	Sequans
	Both should be considered:
- hop-by-hop flow control is needed to prevent congestion/discards within the IAB tree
- end-to-end flow control is needed to ensure that legacy PDCP operation is possible (avoiding HFN desync and allowing lossless handover). See details below.

	KDDI
	We also think that end-to-end flow control would be more complicated compared to hop-by-hop. Since the donor IAB has to get all the information about all the southbound IAB nodes.

	LG
	Even though end-to-end flow control may be enough for IAB, we think that hop-by-hop flow control should be considered because hop-by-hop flow control may mitigate downlink data congestion faster than end-to-end flow control.

	CATT
	Hop by hop flow control should be considered, as it is more flexible, the congestion node shall initiate some behaviour to mitigate the congestion, whereas the other IAB nodes are not affected by the congestion node. 

	Samsung
	Theoretically speaking, hop-by-hop flow control is faster and we acknowledge this fact. At the same time, we do not think that flow control will be conducted at the TTI basis, which means that the final difference between different flow control mechanisms could be somewhat marginal, especially if we consider more or less realistic deployment cases with 1-2 intermediate IAB node.
For us, it is more crucial to understand how a particular solution can be introduced with least specification changes leveraging existing functional blocks, rather than whether it would be hop-by-hop or end-to-end.



Summary 5. The summary is presented in section “3.1.3 Scope of flow control” for phase II discussion.

2.1.4	Other
Please indicate any other issues related to data congestion and flow control not covered in this email discussion.

	Company
	comments

	Sequans
	In [2], we note that legacy PDCP transmitter relies on (indirect) feedback on successfully delivered (AM) / transmitted (UM) PDCP PDUs to prevent HFN desync and ensure lossless HO.
This requirement shall be kept for IAB, as this is necessary for correct PDCP operation. We propose to study end-to-end FC mechanisms for this purpose (at least).
That issue is not related to congestion at IAB nodes and would not prevent it (mainly mitigate it). Conversely hop-by-hop FC seems not enough to address that issue.
We note that this is partly addressed by TP in R2-1810811, however the TP is only related to UL. For DL, the issue is still there.
We think it is in the scope of “flow control” since that topic is similar to “NR user plane protocol” considerations, which is designed “to allow flow control of user data packets transferred from the node hosting NR PDCP to the corresponding node”.

	
	



3.	Phase II Discussion
3.1	High level solutions for data congestion and flow control
3.1.1 Uplink data congestion
There are diverged views on whether uplink data congestion has no problem as follow:
· No problem (7): ZTE, Qualcomm, Lenovo, KDDI, LG, CATT, Samsung
· No problem but other concern (3); AT&T, OMESH, Sequans
· Problem (2): Huawei, Nokia
· Need further discussion (2): Intel, Ericsson
As there are no clear majorities, rapporteur cannot confirm that there is no problem on uplink data congestion and suggests discussing further on uplink data congestion problem with possible solutions. Based on the phase 1 discussion, the following concerns and problems were raised by some companies:
· Uplink data congestion close to the IAB donor or at the donor IAB node due to aggregated uplink traffic from many UEs and IAB nodes and too much traffic gets admitted at the edge of the network.
· Negative performance impacts due to uplink data congestion, e.g., QoS degradation and increased latency.
However, some companies may think that those concerns and problems are not a problem and do not need a special handling for these. To achieve constructive discussion, next step is to clarify whether those concerns and problems are real problems or not and, if yes, which high level solutions are expected to solve this.

The first raised problem
The problem is that
“uplink data can be congested at close to the IAB donor or at the donor IAB node because too much traffic gets admitted at the edge of the network and IAB donor may serve much more aggregated uplink traffic from many UEs and IAB nodes.”
Question 6: Do companies agree that this is a problem which should be considered and solved? If no, present reason why this is not a problem. If yes, present a possible high level solution to solve this problem. (Please do not describe too much details for solution.)
	Company
	Yes/No
	Comments

	OMESH
	Yes
	This problem should be solved by 1) a joint flow control and routing scheme that can well balance all UE traffic load over the IAB network (IAB intermediate nodes); 2) an admission control mechanism where IAB nodes shall share the knowledge of the current load of IAB donor in making UE service admissions.
Inspired by some excellent points raised in phase I discussion, we would like to take an opportunity here to share our view on the issues of multi-hop IAB congestions. These considerations below will be relevant to all the phase II questions in both UL and DL, and our opinions to them.
1. Traditionally e.g., in wireline networks, congestions are handled by flow control in transport protocols like TCP. However, it is well known that TCP suffers from poor performance in multi-hop wireless under legacy architecture, since point-to-point wireless links are often volatile and introduce RLC-level severe latency and/or loss that cannot be handled by TCP. In IAB applications, it is likely the IAB nodes would not have “towered” sectional antennas as a traditional gNB, i.e., the point-to-point link quality between IAB nodes cannot be guaranteed. 

2. In order to provide QoS assurance for UEs in IAB, an option is to squeeze routing and flow control into an adaption layer in L2, i.e., an adapted wireless link layer that supports multi-hop (end-to-end) wireless links. This enables fast responses to channel quality changes, e.g., introduced by moving objects and/or blockage, and interference etc., even if mobility is not considered. Since flow control sits just on top of routing, both flow control and routing should be jointly designed in responding to congestions introduced by dynamic channel changes and UE traffics.


3. Congestions in both UL and DL will introduce bad UE QoS provision in low throughput and high latency, which cannot be accepted by operators and 5G applications. The UL may not have IAB congestion loss, but same problems exist for UE and donor loss as in DL. Therefore, a joint flow control and routing mechanism shall provide load balancing of the UE traffics in all intermediate IAB nodes, with the OBJECTIVES to allow for 1) reliable end-to-end latency to achieve acceptable TCP performance of UE bears; 2) effective admission control that can fully utilize the capacity of IAB donor. 

4. Hop-by-hop and End-to-end ARQ mechanisms shall also be evaluated and studied against any joint flow control and routing schemes. 

	Qualcomm
	No
	This problem does not exist. The DU scheduler resides on the RX side of the uplink and can proactively throttle UL throughput and apply congestion control in this manner.

	KDDI
	No
	We think that UL congestion can be addressed by load management and resource coordination between IAB nodes, and the mechanism for exchanging the information for those load management and resource coordination is not categorized into flow control topic. So, we prefer to discuss this congestion issue in RAN3.

	AT&T
	Not in this discussion
	This is not a flow control problem. But when IAB nodes closer to the donor start getting overloaded, IAB-specific load management solutions should be used to relieve this issue. Solutions such as route changes based on resource utilization or buffer sizes should be considered. However, such solutions may be out of scope for this flow control discussion, so should be discussed separately. 

	Sequans
	No
	The description of the problem is not clear enough for us to acknowledge it.

	Samsung
	No
	

	ZTE
	No
	This problem is not in the scope of flow control. Instead, it shall be considered and solved during the procedure of UE PDU session/radio bearer establishment, wherein the intermediate IAB nodes and donor IAB nodes in the data forwarding path shall perform admission control. Only if the UE’s QoS requirements could be met, the QoS flow is accepted.

	Ericsson
	No
	We agree with KDDI and AT&T that this problem is not a flow control problem and can be addressed by other means like load management.

	Nokia
	Yes
	We acknowledge KDDI's observation regarding back pressure scheduling with respect to downlink congestion and argue that a common back pressure mechanism may be applied to both uplink and downlink congestion. Further we think, Adjacent nodes may provide buffer status information for the next hop as an indication of congestion further in the path.
The buffer status would serve as a back-pressure indication and can be used by the scheduler to prioritize or de-prioritize traffic served on its child and access links.  The next hop buffer status may be identified per UE DRB as these are visible at the adaptation layer.
For the uplink, we propose that IAB node send a complementary buffer status report from the parent to the child to advice the DU residing in the child IAB node, regarding which traffic to schedule.

	Intel
	Yes
	As noted by several companies, an IAB node (node 1) can try to alleviate congestion by controlling the UL resource allocation to its child node 2. However, this may not be adequate – it can cause buffers at IAB node 2 and its descendants to not be emptied fast enough. It would be beneficial to have an early warning by propagating buffer status info up through the network. This can give node 1 an early indication of potential congestion problems. This can then be used to mitigate problems well before packets are dropped – for example by assigning alternate routes. A re-routing scheme has to a part of the solution because flow control by itself is not adequate to alleviate congestion.

	LG
	No
	We think that uplink data congestion does not happen because all uplink traffics can be controlled by an intermediate IAB node. If this kind of uplink data congestion happens, this would be caused by admission control and load balancing problem, not a flow control and congestion handling problem.

	CATT
	Not in this discussion
	I think this observed problem applies to both UL and DL. In the hop between final IAB and Donor, all UEs’ traffic concretes here, where unlike the final IAB node is not be able to find another intermediate IAB node for traffic offloading. But the flow control issue of this topic focuses on if one hop is congested, how to manage the flow of adjacent hops, to avoid the buffer overflow in the associated node.  

	Huawei/HiSilicon
	Yes
	It seems rather clear that congestion is more likely to occur at or close to the IAB donor, particularly if resources for backhaul links closer to the donor are not allocated in proportion to the traffic that needs to be carried.
We agree that many of the solutions proposed by other companies above can be used to address issue by dimensioning resource allocation accordingly (e.g. KDDI mentioned load management and resource coordination, ZTE mentioned admission control, etc.) However, it seems that there may be some confusion as to whether the discussion of such topics are within the scope of this e-mail discussion, as some companies seem to indicate that this e-mail discussion is only about flow control. This is not our understanding, since the scope of the discussion was clearly defined to include both flow control and congestion handling. Therefore, we think that it is clearly within the scope of the discussion whether there is a need to detect and report potential congestion issues to other nodes so that these nodes can take remedial action, not simply to discuss flow control.
Having said this, it may be a bit premature to be proposing solutions at this time, as related topics have yet to be discussed. For example, we have yet to discuss where and how admission control is done. Shall it be done by donor node, serving IAB node, or will intermediate IAB nodes also need to be involved. 
In general it seems useful to at a minimum support congestion detection and reporting for the purposes of load management and resource coordination between IAB nodes. However, load management in this context may be more in the scope of RAN3, while resource coordination may involve both RAN1 as well as RAN2.
Therefore, we propose to postpone the detailed discussion of this topic until 



Summary 6. 7 companies think this is not a problem and 2 companies think this problem should not be discussed in this email discussion, but 4 companies believe this is a problem and should be considered. Some companies propose several solutions, such as routing and load management, etc, but other companies think that those solutions should be discussed separately and not mixed with flow control. 
The rapporteur understands that there is possible uplink congestion close to the IAB donor but this is not the problem related to the flow control and maybe other solutions need to be discussed separately as proposed by some companies. 
Proposal 1. Flow control mechanism is not considered for the uplink data congestion problem.

The second raised problem
The problem is that
“Negative performance impacts due to uplink data congestion, e.g., QoS degradation and increased latency.”
Question 7: Do companies agree that this is a problem which should be considered and solved? If no, present reason why this is not a problem. If yes, present a possible high level solution to solve this problem. (Please do not describe too much details for solution.)
	Company
	Yes/No
	Comments

	OMESH
	yes
	Although IAB nodes likely can avoid UL congestion packet loss, but UL congestions indeed will result in poor UE experience, and potentially heavy interferences at the edge of the network. It can be resolved by a joint routing and flow control scheme that can well balance UL traffics over IAB nodes.

	QC
	no
	Since the DU scheduler can avoid uplink congestion there won’t be any congestion-related problem. There may be the problem of UL capacity limitation due to aggregation at or close to the root of the topology. This, however, is not a congestion issue. 

	KDDI
	No
	Uplink data congestion may cause some QoS degradation and increased latency. However regarding solutions (how to ensure QoS and latency), we discussed it already and have the conclusion, R2-1810972 [AH1807#09][IAB] Scheduler and QoS impacts.

	AT&T
	Not in this discussion
	Same response as in Question 6

	Sequans
	Maybe
	As indicated in the Phase 1, we believe UL data can be congested in IAB nodes (e.g.. “over buffering”, data waiting to be transmitted to further UL node in the chain). However this could be left for further study in another discussion.

	Samsung
	No
	

	ZTE
	No
	This problem is not in the scope of flow control, which is same as Question 6.

	Ericsson
	No
	Same view as in Q6

	Nokia
	Yes
	We think, there is a likely impact to both QoS and fairness.  A DU scheduler in the child IAB node must be made aware of congestion in the parent node(s) allowing the scheduler to prioritize the QoS traffic and reduce the level of elastic traffic thereby reducing overall interference in the network.
As described in reply to question 6, we propose that IAB node send a complementary buffer status report from the parent to the child to advice the DU, residing in the child IAB node, regarding which traffic to schedule.

	Intel
	
	See response to previous question.

	LG
	No
	Negative performance impacts, e.g. QoS degradation and increased latency, can be happened not only uplink data congestion, but also route change, link problem/failure and scheduling policy. Thus, we think that Negative performance impacts should be discussed separately with more general way.

	CATT
	Not in this discussion
	I think this problem is acturaly a matter of QoS management. We will discuss QoS management as a separate issue. 

	Huawei/HiSilicon
	Yes
	Clearly there can be impacts to UL QoS related to congestion, such as reduced throughput and/or increased latency. Given that the scheduler at the donor and each intermediate IAB node can only address resource allocation to the child nodes that it immediately served, it is unlikely that in a multi-hop scenario current mechanisms are sufficient to guarantee the UL QoS in case of congestion. This is especially true because of the limited granularity of the information provided by the BSR, which would take some time to propagate up the serving chain towards the donor. One enhancement that may help address this issue would to enable predictive or pre-BSR reporting, where an MT can trigger BSR reporting based on the buffer status of its child nodes, as well as the current status of the IAB nodes buffers.
In addition, in the case of multi-connectivity and multiple routes, as discussed in the answer to question 2 above, it would be useful to enhance BSR reporting towards serving IAB nodes to take better advantage of less congested routes. The method currently adopted for BSR reporting in the case of DC may serve as a baseline for such enhancements. 



Summary 7. 6 companies think this is not a problem and 2 companies think this problem should not be discussed in this email discussion, 1 company think that this may be a problem but could be discussed in other discussion. 4 companies believe this is a problem and should be considered. 
Based on the above answers, the rapporteur understands that negative QoS impact may happen but this QoS impact is not related to only flow control, but more related to QoS management and handling. Thus, this needs to be discussed separately to resolve concerns on QoS. 
Proposal 2. QoS control is not the scope of flow control mechanism.

3.1.2 Downlink data congestion
All companies (14) think that downlink data congestion is a serious problem to be solved and the following observations are identified.
· Congestion occurs if the IAB-node has higher capacity on the northbound link than on a southbound backhaul link.
· Congestion happens at the serving IAB node at the edge of the network because an access UE will likely have lower spectral efficiency than the IAB link and it may often be the case where more bearer traffic can be transferred over IAB link than can be received by the destination UE.
· The biggest congestion problem is at the intermediate IAB nodes.
· In case of DU-CU, for congestion at the DU, the F1-U provides flow control which enables the CU to handle congestion of DU.
· Congestion is a problem for multi-hop forwarding in architecture group 1.
End-to-end ARQ
The donor cannot transmit more than window size of PDUs above the in-sequence acknowledged PDUs. Therefore, at most, window-size of PDUs are in transport in downstream direction. If an IAB-node can buffer window-size of PDUs there would be no congestion loss. Congestion loss may occur if the window size is smaller than that.
Hop-by-hop ARQ
If the RX side of a backhaul link acknowledge all RLC PDUs properly received the Tx side keeps transmitting. Therefore buffer sizing alone does not help preventing congestion loss (opposed to end-to-end ARQ).
Impact of congestion loss
PDCP resides above RLC and it has a reordering function. For that reason, it will wait t-reordering for dropped packets before it forwards any following packet to upper layers. This delays TCP to receive congestion signals (duplicate ACKs) and it may lead to permanent triggering of TCP slow start.
With above observations, companies can clearly identify downlink data congestion and flow control problems and share all company’s understandings about this. The next step is to discuss what the high level solution should be.
The following solutions were mentioned for the downlink data congestion and flow control problem during the phase 1 discussion.
· Explicit backpressure mechanism
· Routing
· CU/DU split functionality, i.e. CU controls congestion of DU by F1-U
Among above three solutions, “CU/DU split functionality” is already allowed in IAB but discussion should be to check whether it is sufficient to solve the downlink data congestion problem or not and which things should be considered more. On the other hand, “Explicit backpressure mechanism” and “Routing” are not allowed yet in IAB. It should be discussed to check whether these two high level solutions are really needed and sufficient to solve the downlink data congestion problem. Thus, each solution above would be discussed differently and separately.

Question 8: Do companies agree that “Explicit backpressure mechanism” is needed for the high level solution of the downlink data congestion issue? If no, present reason why it is not needed. If yes, present which should be considered more, if any.
	Company
	Yes/No
	Comments

	OMESH
	Yes?
	We are not sure how the explicit is defined here. In end-to-end flow control, the donor need to have full knowledge of congestions, which should be delivered by explicit messages. In hop-by-hop flow control, IAB nodes shall be aware of the traffic pressure or congestions of its neighbour IABs, likely by some smart sensing methods.

	QC
	Yes
	Congestion has to be alleviated swifly. A centralized mechanism, e. g. using CU-CP signaling, would be too slow. A fast MAC-layer backpressure mechanism can address the issue sufficiently fast.

	KDDI
	Yes
	We share QC’s view

	AT&T
	Yes
	

	Sequans
	Yes?
	We think hop-by-hop flow control is needed. Specifically, flow control information (feedback) from an IAB node to the parent IAB node is needed.
Exactly what information, when and where (which layer) it is conveyed can be discussed further. We think it might depend on the architecture. E.g. adaptation layer could be also be a candidate.
We are not sure if “explicit backpressure mechanism” wording covers it (what does that mean? What pressure are we talking about?). It seems it was proposed by QC which seems in Q12 to rule out “flow control mechanism”, so it seems that wording would not encompass flow control mechanism. A flow control mechanism could avoid congestion, so why rule it out?
Maybe we could use a more consensual wording, e.g. explicit feedback mechanism.

	Samsung
	
	If we assume that F1-U flow control can re-used to control also wireless DUs, then CU can in principle perform buffer management of all the DUs along the transmission path. It can be viewed as the “centralized hop-by-hop” flow control in a sense that buffers are managed at the individual DU, but all the decisions are done inside the CU. We do agree that it this flow control will be slower than “distributed hop-by-hop”, in which every DU node can make autonomous decisions. However, we need to be more careful with what slower/faster means as this comparison could be pure academic and the corresponding statements should be ideally supported by system level simulation results.

	ZTE
	Yes
	DL data congestion occurs due to that the parent IAB node DU is not aware of the DL load status of the child IAB node. So it is necessary for the child IAB node report its DL load status to parent IAB node.

	Ericsson
	
	Maybe a better question is “Is hop-by-hop flow control mechanism needed?”, as “explicit backpressure mechanism” can be applied in an E2E manner as well. We agree that some form of hop by hop flow control mechanism is good to have, to be used along with an end to end solution. We don’t necessarily agree that the main reason for using hop by hop is fast reaction time, because actually hop by hop could end up being slower than E2E. This is because it might take some time for the “backpressure” to propagate all the way back to the CU and the cause of the congestion can be throttled at the source, while with E2E, this could have been resolved in one go with a message from the IAB node to the donor CU. Thus, we see the hop by hop and E2E as complementary solutions (e.g. hop by hop for temporary problems that can be resolved within two nodes, while E2E for more serious problems as well as for scenarios like handover/path switching where more detailed granularity/information is required).

	Nokia
	Yes
	

	Intel
	Yes
	

	LG
	Yes
	We also think that backpressure mechanism would be sufficient and fast way to alleviate congestion problem. However, backpressure can be achieved at any layers and we may need to discuss what the basic unit to control congestion problem is, e.g., one RLC-backhaul, all RLC-backhauls or RB.

	CATT
	Yes
	Agree with QC’s view of backpressure mechanism.

	Huawei/HiSilicon
	Yes (generally speaking)
	We are not entirely clear what “Explicit backpressure mechanism” really means. For example, does the DL DATA DELIVERY STATUS message currently defined for the user plane qualify as “Explicit backpressure mechanism”?
In general, we think it is useful to discuss concrete proposals, rather trying to agree on something which is rather vague.
Perhaps a more important question to be discussed was on the granularity of congestion reporting, as mentioned by LG above (e.g. per UE radio bearer, per RLC-channel, per backhaul link).



Summary 8. 11 companies think “Explicit backpressure mechanism” should be considered for a high level solution of the downlink data congestion problem, but 2 companies are not sure about this.
Proposal 3. Flow control mechanism should be considered for the downlink data congestion problem.
Proposal 4. Downlink data congestion problem should be handled by a parent IAB node or the IAB donor with feedback reporting from the congested IAB nodes.

Question 9: Do companies agree that “Routing” is needed for the high level solution of the downlink data congestion issue? If no, present reason why it is not needed. If yes, present which should be considered more, if any.
	Company
	Yes/No
	Comments

	OMESH
	Yes
	Routing is needed as analyzed in our response to Q6. 
We recommend that in the IAB multi-hop communications, flow control and routing cannot be studied separately for fast responding to dynamic changes. We suggest to incorporate routing in the flow control study, or otherwise any routing study will need to consider the integration with flow control as well.
We can contribute more details once the scope can be decided.

	Qualcomm
	No
	In general: Routing has the purpose to deliver data at a certain destination. It has not the purpose of congestion control! There seems to be a misunderstanding in the terminology here.
Further, route  establishment  has been discussed in RAN-3.

	KDDI
	No
	Routing should be discussed in RAN3 under the topic, IAB Topologies.

	AT&T
	No
	Route changes may be used as a tool to manage load and QoS performance in the network as described earlier, but the downlink data congestion problem being discussed over here cannot be solved by routing. We need a hop-by-hop control mechanism to solve the IAB-specific downlink congestion problem. 

	Sequans
	No
	Agree with AT&T

	Samsung
	No
	Routing is a separate function.

	ZTE
	No
	We think flow control and routing are two separate issues. For flow control, it means that the upstream IAB node slow down or even pause the data transmission to downstream IAB node. For routing, it means that less congested path is configured and selected for data forwarding. They should be discussed separately.

	Ericsson
	No
	Multipath routing and path adaptation are topics out of the scope of this discussion on flow control. Our understanding is that IAB will not be a complete ad-hoc network, where routing is decided on a packet level at each hop. The adaptation layer discussion so far, has been under the assumption that during the IAB node setup, the route in the intermediate hops for that IAB node is also setup (i.e. we are not planning a per packet routing mechanism within the IAB network like in a normal wired IP network). Of course, there should be support for the possibility to change an IAB nodes connectivity path (e.g. load balancing, radio problem, etc) as well as supporting multiple paths, but that is an issue that can be treated separately from the flow control.

	Nokia
	No
	Routing is impacted by radio conditions related the topology, and the quality of backhaul link will impact the routing decisions and not the congestion.

	Intel
	Yes
	Flow control does not really solve the congestion issue; it can provide temporary relief by slowing the incoming data rate. So in response to Q9, routing has to be a part of the solution.

	LG
	No
	We think that routing is not a sufficient way to resolve downlink congestion problem and the changed route may cause another congestion problem. As mentioned above by other companies, routing should be discussed separately.

	CATT
	Not in this discussion
	Re-routing can be used for congestion control, this is for sure. But how to re-route is out of the scope of congestion control, and it seems the trigger of re-routing can be left for network implementation. 

	Huawei/HiSilicon
	Yes?
	In general, questions 8 – 10 seem to be mixing apples and oranges “Explicit backpressure mechanism” and “F1-U flow control” are mechanisms to report congestion, whereas re-routing is a potential mechanisms to alleviate congestion. So these are not mutually exclusive. Rather, once congestion is detected and reported (e.g. using a hop-by-hop or end-to-end reporting mechanism), re-routing of impacted flows could be initiated as a mechanism to address the issue, and route some flows so as to avoid a congested link.

However, there is some relationship between congestion reporting and where and how routing decisions are made. If routing decisions are centralized (e.g. in the donor) then this would tend to closely align with an end-to-end mechanisms for reporting downstream congestion. Whereas, if routing decisions can be made locally at intermediate IAB nodes, then this would be easier to implement if congestion information is also reported locally (i.e. hop-by-hop)

And again, as a reminder to all companies, the scope of this e-mail discussion is “IAB Flow Control and Congestion Handling” (i.e. it is not limited to flow control)



Summary 9. 9 companies are not convinced with “Routing” and this should be discussed separately, but 3 companies think “Routing” should be considered for a high level solution. 1 company think “Routing” can be used but this is not the scope of this email discussion.
Proposal 5. “Routing” is not the scope of flow control mechanism.

Question 10: Do companies agree that “Current CU/DU split functionality, i.e. CU controls congestion of DU by F1-U” is sufficient to solve the downlink data congestion issue? If no, present reason why this is not sufficient. If yes, present which should be considered more, if any.
	Company
	Yes/No
	Comments

	OMESH
	No
	Current functionality is necessary but does not provide support for load balancing of UE traffics.

	Qualcomm
	No
	Congestion may occur very rapidly. Centralized mechanisms are rather slow. Further, substantial overhead would be necessary to report every buffer load in the topology to the CU.

	KDDI
	
	As we mentioned in the response to <Q6>. We prefer to discuss the congestion issue in RAN3. Addition to that, we understand that Downlink Data Delivery Status was standardized in RAN3, and now RAN3 is discussing on load management. So, we think that RAN3 can discuss some enhancement for IAB.

	AT&T
	No
	The current mechanism standardized for the F1-U interface is not sufficient to solve this IAB-specific downlink data congestion problem since it is a centralized mechanism that would not be able to respond fast enough to alleviate congestion in a multi-hop relay network. A per-hop mechanism is needed to quickly relieve such congestion. An additional issue with using the F1-U based mechanism for IAB is that the F1-U Downlink Delivery Status PDUs need to traverse through the relay hop network to reach the CU so these delivery status PDUs themselves are subject to being stuck in congested intermediate nodes.  

	Sequans
	No
	We think no company suggested “CU/DU split functionality, CU controls congestion of DU by F1-U” to solve this problem…We highlighted that in non-IAB, congestion can be avoided in DU thanks flow control provided by F1-U. But we do not think this is applicable for IAB nodes (we need a hop-by-hop mechanism).

	Samsung
	
	As indicated above, we in principle can reuse F1-U flow control (assuming the corresponding protocol stack supports it) to manage intermediate DU buffers. As noted earlier, we do acknowledge that theoretically speaking it is slower when compared to the distributed hop-by-hop flow control, but only accurate system level simulation could reveal whether the latter approach is noticeably better. 

	ZTE
	No
	No sure about the exact meaning of “Current CU/DU split functionality”. if “Current CU/DU split functionality” means end-to-end flow control between serving IAB node and IAB donor, it may be not efficient. The congestion issue which occurs in the intermediate IAB node cannot be solved by “Current CU/DU split functionality”.

	Ericsson
	?
	We think this question is somehow redundant as we already have question 8 which tries to answer whether we need hop by hop flow control or not. And as we have stated in the comment to question 8, adopting hop by hop flow control doesn’t rule out E2E and vice versa.

	Nokia
	No
	The existing flow control functionality is only between the CU and the DU, whereas for a multi-hop IAB, we have to have a flow control between two IAB node DUs, which is currently missing.

	Intel
	
	We think the same CU-DU congestion control approach can be applied to IAB nodes as well.

	LG
	No
	For the current functionality, the F1-U Downlink Delivery Status PDUs should be delivered to the donor CU. However, as explained by AT&T, F1-U Downlink Delivery Status PDUs may be traverse over multiple hops to reach donor CU and may be delayed by a congested intermediate node. Considering this, downlink congestion problem may not be handled properly by current CU/DU split functionality because response time to alleviate downlink congestion may be high and this causes more data loss at the congested IAB node.

	CATT
	No 
	For end to end ARQ mode, it should be up to the decision of the centralized node to  conduct the flow control, but it will introduce an unacceptable latency; for hop by hop ARQ mode, the F1-AP signalling can’t controls the hops other than congested hop between final IAB node and DgNB, it is inefficient for the gNB to manage the un-adjacent IABnode，and the delay is distinct. It is feasible to allow the father node of the congested hop to request his father node to mitigate the transmission. 

	Huawei/HiSilicon
	No
	F1-U Downlink Delivery Status is not sufficient, or necessarily appropriate for congestion reporting in a multi-hop IAB environment. However, it could serve as a model of the type of information that needs to be reported when congestion is detected. In other words, it could be a baseline, but it can not be adopted as is.



Summary 10. 9 companies think that “Current CU/DU split functionality” is not sufficient to solve the downlink data congestion problem, 1 company want RAN3 discussion for this, 1 company want to check further, and 2 company think that current CU-DU congestion control is still useful.
From RAN2 point of view, current CD/DU split functionality may not be sufficient to resolve downlink data congestion problem. However, CD/DU split functionality is all about RAN3 work. Thus, it is good to note about RAN2 understanding for this.
Proposal 6. Current CD/DU split functionality is not sufficient for handling downlink data congestion problem.

Question 11: If any, please describe any other high level solutions for the downlink data congestion issue which should be considered besides above three solutions.
	Company
	Comments

	Sequans
	Hop-by-hop FC mechanism, i.e. flow control information (feedback) from receiving IAB node to parent node (as we are not sure this is part of “Explicit backpressure mechanism”)

	
	

	
	

	
	

	
	



Summary 11. This is already covered by proposal 4. 

3.1.3 Scope of flow control
Based on the results below from phase 1 discussion, at least hop-by-hop flow control should be considered.
· Prefer hop-by-hop flow control (6): AT&T, ZTE, OMESH, Qualcomm, KDDI, CATT
· Both end-to-end and hop-by-hop flow control (5): Huawei, Lenovo, Nokia, LG, Sequans
· Acceptable for hop-by-hop flow control with further discussion (2): Intel, Ericsson
However, there was different understanding on definition of end-to-end flow control during phase 1 discussion. Rapporteur thinks that common understanding for definition of end-to-end flow control should be confirmed to make progress the further discussion.
Two different understandings are as follow:
· Definition 1: End-to-end flow control is to control individual E2E flows, i.e. the UE-bearer between IAB-donor and UE.
· Definition 2: End-to-end flow control is that only IAB donor can resolve the problem of overflow based on the response from overloading IAB node.
Question 12: Which should be the definition of the “End-to-end flow control” between above two definitions?
	Company
	Definition 1 / 2
	Comments

	OMESH
	2
	End-to-end flow control of individual E2E flows likely is over complicated. We assume that E2E flow control suggest a centralized control as performed by IAB donor.

	Qualcomm
	Neither of the two
	RLC already supports flow control and E2E RLC therefore supports E2E flow control. We should therefore use different terminology. Further, what we need is a congestion control mechanism, not a flow control mechanism. 

	KDDI
	1
	F1 load management is now under RAN3 discussion. So, we think RAN2 should focus on E2E flow.

	Sequans
	1
	We considered “E2E FC” with the understanding of “PDCP level FC”. I.e., we think PDCP transmitter (in UE or IAB donor) should be provided a feedback (for FC purpose) equivalent to what is provided without IAB.
See our answer in 2.1.4. for details.
This E2E FC would not address congestion issue, so we would be fine to not discuss it in this email discussion, but in that case it should be clear that the email discussion topic is only related to congestion issues and is not related to the need for FC in general (including other problems). That is not clear yet.

	Samsung
	
	We do not understand the purpose of the question. Instead of spending time on defining what a particular definition means, we need to concentrate on the problem and solutions, which we can label later.

	ZTE
	1
	In our understanding, flow control between UE and and IAB donor is more aligned with the E2E definition. It seems that the UE’s access IAB node feedback its load status to IAB donor. In this situation, the IAB donor may not be able to perform appropriate action to solve the congestion on intermediate IAB node.

	Ericsson
	?
	Definition 2 is not clear

	Nokia
	Neither
	Congestion is avoided by scheduling decisions together with flow control and not explicit flow control.

	Intel
	
	Definition 1 seems to suggest that one end point for the flow control would be the UE (and would require UE feedback). For a network congestion issue, it should not be necessary to involve the UE. The end point of the flow control should be the serving IAB node.

	LG
	1 or 2
	We think that definition of end-to-end flow control should be definition 1. However, in this email discussion, end-to-end flow control can be interpreted by definition 2 and this is sort of centralized mechanism for congestion problem as mentioned below by Qualcomm.
With this understanding, hop-by-hob and end-to-end flow control may be interpreted to “per hop mechanism” and “centralized mechanism” for data congestion problem respectively.

	CATT
	2
	For end to end DL flow control, only the original transmission node controls the flow, which is the Donor gNB. 

	Huawei/HiSilicon
	2 (and 1)
	Our understanding of end-to-end flow control is that the donor receives congestion reports from impacted IAB nodes, and then tries to alleviate this congestion by taking appropriate action (e.g. changing routing or throttling of some flows).
However, it seems difficult for the donor to take such actions to alleviate downstream congestion, unless the action is also at the level of the individual end-to-end flow. So the two definitions seem to somehow imply one another, rather than being different choices.



Summary 12. There are diverged understanding on definition of end-to-end flow control:
· Definition 1: 4 companies
· Definition 2: 2 companies
· Both: 2 companies
· Neither of the two: 2 companies
The intention of this question makes common understanding on end-to-end flow control, but for now it is hard to say what the definition of end-to-end flow control is. The rapporteur thinks that if clarification of definition for end-to-end flow control is needed, it may be discussed online based on a paper.
Thus, no proposal is made for this question.

As raised by some companies from phase 1 discussion, further analysis of benefits and complexities would be good to understand end-to-end and hop-by-hop flow control and helpful to make decision later. Rapporteur suggests building up the table of “Observations for end-to-end and hop-by-hop flow control” like below and including it into TR. (NOTE: contents of below table are example.) If building up the below table is not possible, it is still useful to have observations for each flow control separately. 
Observations for end-to-end and hop-by-hop flow control
	Metric
	Hop-by-hop flow control
	End-to-end flow control

	Respond time after data congestion
	Fast 
	Slow or maybe moderate

	Etc …
	…
	…



Question 13: Please provide observations for “Hop-by-hop flow control” and “End-to-end flow control”.
	Company
	Comments

	OMESH
	Hop-by-hop flow control is necessary in the real-world implementation for fast responding to congestions. We observe end-to-end control benefits from overall picture and statistics. We will recommend a two-step control mechanism when end-to-end optimizes longer term control based on overall network statistics; and hop-by-hop provides for fast responses to dynamic changes. We can contribute more details on this in the later stages. 

	Qualcomm
	What are the specific solutions we are comparing here? Per-hop vs. centralized backpressure? This needs to be clarified before we start a comparison.

	KDDI
	We have some concern that using only “Hop by hop flow control” results in a lack of overall picture and statistics. In our understanding, hop by hop data forwarding can use “end to end flow control”, and data forwarding and flow control can be discussed separately.

	AT&T
	We offer the following points for consideration for such a comparison:
· Since congestion can occur very rapidly in a multi-hop relay network, end-to-end control may not be able to react fast enough to relieve congestion in a multi-hop relay network. A per-hop mechanism is much more effective in this case.
· Hop-by-hop control may be able to spatially spread congestion across multiple relay nodes resulting in smaller peak buffer sizes at IAB nodes.
· End-to-end control has a serious problem when delivery status PDUs from one end to other end get stuck in congested intermediate nodes.
One comment regarding KDDI’s concern about lack of overall picture and statistics with hop-by-hop control is that if individual IAB DUs have direct IP connectivity, they could collect and report such statistics directly to the OAM network entity.   

	Sequans
	If we consider DL congestion problem, we believe hop-by-hop FC is needed.
If we consider PDCP feedback problem, we believe end-to-end FC is needed.
Both are needed but do not solve same problems. If companies propose end-to-end FC to solve DL congestion problem, we would need more detail to comment.

	Samsung
	As noted earlier, F1-U flow control can be viewed as “centralized hop-by-hop” flow control because CU can see each DUs buffer status, but all the decision are done centrally. In fact, it will be up to CU whether it wants to analyse all the DUs buffers, or only access DUs buffer, etc. This solution can be slower, but it has a benefit of having the overall picture over all the links in the system. Distributed hop-by-hop, i.e. when each node makes independent decisions, is obviously faster but the scope is limited only to one link. 
In general, our view is that purpose of the flow control is to prevent buffers from overflow meaning the network should behave proactively avoiding congestion to happen in the first place. It means that slower/faster flow control performance metric could be a bit academic.

	ZTE
	In our understanding, only the congestion of UE’s access link can be solved by end-to-end flow control mechanism, which is not sufficient in multi-hop IAB network since congestion may occur in the intermediate IAB node too. Maybe we should clarify what “end-to-end flow control” exactly mean and if it could really solve the problem, as discussed in Question 12. 

	Ericsson
	We see hop by hop and E2E as complementary solutions. Even if we agree to have hop by hop flow control mechanism, that will not replace the E2E flow control, which provides much more information than just an indication to decrease or increase the transmitting of data from the immediate next node (i.e. information such as the delivery status of packets, packet loss, indication if problem is radio or not, etc..).

	Nokia
	Hop-by-hop flow control is faster than end-to-end flow control as it is designed to pre-emptively address congestion before it grows too large (generating unnecessary interference or inadvertently blocking higher priority traffic).
End-to-end and hop-by-hop flow control are intrinsically linked.  Decisions by the scheduler to avoid congestion via back pressure, will backlog traffic at the end points sending a signal to the end-to-end flow control mechanism.

	Intel
	We think end-to-end flow control (see Q10) is probably adequate. While hop-by-hop flow control does start faster, the backpressure has to propagate upstream, which itself can be slow.

	LG
	With understanding “per hop mechanism” and “centralized mechanism” for data congestion problem as explained in Q12 above, we think that:
· Response time to alleviate data congestion
· Per hop mechanism: fast
· Centralized mechanism: slow or maybe moderate
· Accuracy of feedback information for controlling congestion
· Per hop mechanism: high (just one hop)
· Centralized mechanism: maybe low (because status information may be changed during traversing multiple hops to reach the donor)
· Scalability of data congestion control 
· Per hop mechanism: unlimited
· Centralized mechanism: maybe limited (The total number of IAB nodes for congestion control is limited by IAB donor capacity.)

	Huawei/HiSilicon
	We agree that hop-by-hop is likely to be a more scalable solution, and potentially have less overhead. It is also likely to be faster in the sense that detected congestion can be alleviated locally (close to the location of the congestion). This is particularly obvious when we consider congestion alleviation solutions, such as optimizing routing decisions in the case of multi-connectivity.
On the other hand, other mechanisms to alleviate congestion (such as flow control) may react more slowly in the case of hop-by-hop congestion reporting, as it may take some time for congestion reporting to propagate upstream (as mentioned by Intel).
Hence, we do not think that the choice is so clear, and there may be complementary aspects as mentioned by mentioned by Ericsson. Therefore, we think both should be further studied, and this study needs to take into account the specific mechanisms used to alleviate the congestion, not just to report the congestion.



Summary 13. Based on the observations above, 2 companies have concerns on end-to-end flow control, but 1 company think that end-to-end flow control may be adequate while other companies believe that both end-to-end and hop-by-hop flow control are considered together. 
Even though there are some analysis and observations, it is still insufficient and both end-to-end and hop-by-hop flow control should be studied further with taking into account more detail mechanism.
Proposal 7. Study further both end-to-end flow control and hop-by-hop flow control for the downlink data congestion problem.

4.	Conclusion
Total 14 companies joined this e-mail discussion, and the e-mail discussion was progressed in 2 phases:
· 1st phase: describing a problem on flow control and congestion handling.
· 2nd phase: Identifying a high level solution for the recognized problems during 1st phase.
Given the answers above, the following proposals are made:
Proposal 1. Flow control mechanism is not considered for the uplink data congestion problem.
Proposal 2. QoS control is not the scope of flow control mechanism.
Proposal 3. Flow control mechanism should be considered for the downlink data congestion problem.
Proposal 4. Downlink data congestion problem should be handled by a parent IAB node or the IAB donor with feedback reporting from the congested IAB nodes.
Proposal 5. “Routing” is not the scope of flow control mechanism.
Proposal 6. Current CD/DU split functionality is not sufficient for handling downlink data congestion problem.
Proposal 7. Study further both end-to-end flow control and hop-by-hop flow control for the downlink data congestion problem.
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