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1 Introduction
Smart queue management (SQM) with ECN (Explicit Congestion Notification) is a technology that when congestion occurs during data packets transmission, ECN bits (marking packets with “Congestion Experienced”) will be sent to the sender as an indication of congestion, to reduce the sending data rate instead of dropping the packets, thus helps the TCP sender to use the capacity optimally. This mechanism reduces the unnecessary retransmissions and queueing delay for all traffic sharing that queue, thus leads to the improvement of user experience. 
ECN has been supported in LTE, in this contribution ECN support in NR as the same way as in LTE is proposed.
2 Discussion
2.1 Ongoing development of ECN
In the real deployment, the server, the client and corresponding networks need to support ECN to ensure data flow transmission using ECN mechanism works and reap the ECN benefits. In all those segments, we do see the incremental deployment of ECN in the past a few years.
Figure 1 shows the server support for ECN, that 74% of Alexa Top Million web sites support ECN until 2017. 
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Figure 1: Server support for ECN
Client support for ECN is also developing. E.g., iOS 10.3 requests ECN for 50% of eligible TCP connections, and no problems reported from customers and service providers. In iOS 11, the ECN requests support on 100% of the TCP connections. Those ECN capable TCP connections could work both over Wi-Fi and Ethernet, and over cellular networks. 
Basically, internet is ready for network operators to deploy SQM+ECN at bottleneck links.
2.2 ECN support in cellular network

In [1], the typical ECN operation in LTE (and potentially the same way as in NR) is discussed, i.e., eNB is responsible for the active queue management with support for ECN marking in IP layer when congestion occurs, and how eNB decides the congestion situation and sets the ECN bits is left for eNB implementation. It’s also pointed out in [1] for EN-DC operation, that without ECN support in gNB, SCG split bear cannot quickly adapt to the congestion even MCG and MCG split bears could do so.
For end-to-end congestion signaling to work correctly ECN bits should be propagated properly to the sender without changing/dropping them in the operator’s network. Some of the past studies found ECN related incompatibilities in the network that have been obstacles to deployment. However, we believe this situation will be improved over time. Even if there is a middle router or server that is dropping SYN with ECN bits, there could still be implementations choices to fall back to ordinary data transmission without ECN operation, E.g., subsequent SYN could be retransmitted without ECN bits, or path based mitigations could be implemented where the TCP stack can avoid sending ECN bits if too many failures are seen.
From specifications perspective, TS26.114 has already supported ECN for RTP sessions since Rel-9, which also triggered the ECN support in LTE, i.e. stage 2 spec TS36.300. As the evolvement of the ECN support, it’s necessary that NR has the similar support on ECN as in LTE. 
Proposal: Supporting ECN in NR as the same way as in LTE.
3 Conclusion
Based on the discussion in this contribution, we have the following proposal: 
Proposal: Supporting ECN in NR as the same way as in LTE.
The Corresponding CR to T38.300 is in [2].
4 Reference
[1] R2-1800683 Support of ECN in NR
[2] R2-1809985 Stage 2 CR, ECN support in NR


1/2


