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1 Introduction

In this contribution, we discuss several user plane issues for L2-relaying of IAB. 
2 Discussion 
2.1 Multi-hop RLC ARQ
RAN2 has several architectures under consideration, group1 and group2. The user plane protocol stack for L2-relaying refers to below. [1]
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Figure: Protocol stack examples for L2-relaying with adaptation layer for architecture 1a
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Figure: Protocol stack example for L2-relaying with adaptation layer for architecture 1b
In [1], it is not precludes any kinds of multi-hop RLC ARQ, end-to-end ARQ and hop-by-hop ARQ and other possibilities. 
Here we try to analyse the above two kinds of ARQ.
· End-to-end ARQ: From transmission side, segmentation / concatenation is done according to the radio resource allocation indicated from lower layer, it is inconvenient for the middle IAB-node to re-segment or re-concatenates. For end-to-end ARQ, it needs to study how to keep the same RLC PDU size in every transmission. From receiving side, it will give the ACK / NAK response in the donor and it will take a longer waiting time for transmitting side than usual. Since the middle IAB-node has no relation with ACK / NAK, it is useless for the middle IAB-node to store RLC data. When the RLC PDU needs to be retransmitted, it will be retransmitted from the beginning transmission side, such as UE or IAB-donor. 
· Hop-by-hop ARQ: From transmission side, segmentation / concatenation could be done in every middle IAB-node as in the original transmission side. Every middle IAB-node could give ACK / NAK to previous transmitting node. Each transmitting node needs to store the RLC PDU until it received the ACK / NAK response from the receiving node. When it needs to retransmit, it only involves two nodes. 
The analysis could be listed in the table below:
Table: Analysis of different ARQ

	
	End-to-end ARQ
	Hop-by-hop ARQ

	segmentation / concatenation
	happened in original transmitting side
	every transmitting node could handle this

	RLC PDU size
	keep the same size from the beginning to the end
	flexible size

	ACK / NAK
	UE or IAB-donor give
	every receiving node could give

	ACK / NAK waiting time
	long
	short

	store RLC PDU
	only original transmission side need to store
	every transmission side need to store until receiving ACK / NAK 

	retransmission
	only original transmission side need to retransmit
	every transmission side could retransmit if need


Observation1: Hop-by-hop ARQ is more flexible than end-to-end ARQ. 
2.2 Scheduler
Scheduling for multi-hop IAB-node is obliged to be studied. There are different ways to schedule IAB-node, two methods are depicted in below figures, end-to-end schedule and hop-by-hop schedule, and there are not preclude other solutions. 
End-to-end scheduling will result in long waiting time since every IAB-node need to wait for scheduling decision in all routing nodes. Once schedule decided, the transmission is as fast as it could be if there is no need to retransmit or for UM or TM transmission mode. The advantage of end-to-end schedule is the size of each scheduled could be restricted, such as give minimum size of scheduling. It is a problem for the case of one of the nodes could not fulfill the minimum size of scheduling. And if one of the transmissions is failed, all the remaining scheduled radio resource is wasted. 
Hop-by-hop scheduling is more flexible than end-to-end scheduling. The size of scheduling of each IAB-node is according to the radio resource situation of the IAB-node itself. The radio resource coefficient of utilization is higher than hop-by-hop scheduling. 
Observation 2: Hop-by-hop scheduling is more flexible than end-to-end scheduling.
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Figure: End-to-end schedule
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Figure: Hop-by-hop schedule

3 Summary

Based on the above discussions, we recommend RAN2 to consider the following proposals: 
Observation1: Hop-by-hop ARQ is more flexible than end-to-end ARQ. 
Observation 2: Hop-by-hop scheduling is more flexible than end-to-end scheduling.

Proposal 1: Consider the analysis of user plane of IAB. 
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