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1 Introduction
The IAB study item aims to define integrated access and backhauling (IAB) solutions for NR. In RAN3 #99 meeting [1], it was proposed five architectures for IAB multi-hop, which are divided into two groups as follows:

Architecture group 1: Consists of architectures 1a and 1b. Both architectures leverage CU/DU split architecture.

-  Architecture 1a: 

· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 

· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.

-  Architecture 1b: 

· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 

· Hob-by-hop forwarding across intermediate node uses the adaptation layer.

Architecture group 2: Consists of architectures 2a, 2b and 2c
-  Architecture 2a: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.

· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.

-  Architecture 2b: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.

· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP nested tunnelling.

-  Architecture 2c: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.

· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP/PDCP nested tunnelling.

In this paper, we mainly discuss the QoS management for architecture 1a and 1b. 

2 Discussion
In order to better analyze QoS mapping in the IAB scenario, we take a two-hop IAB as an example, i.e. UE <-> IAB node2 <-> IAB node1 <-> IAB donor <-> 5GC, as shown in figure 1. A CU/DU split architecture is adopted for IAB architecture 1a, so both IAB node2 and IAB node1 further include two parts: DU and MT, and the IAB donor includes DU and CU. The access link between UE and IAB node2 (DU part of IAB node2) is defined as Uu interface, and the backhaul links between IAB node2 (MT part of IAB node2) and IAB node1 (DU part of IAB node1), as well as IAB node1 (MT part of IAB node1) and IAB donor (DU part of IAB donor), are defined as Un interfaces. 
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Figure 12 Scenario of IAB architecture 1a
For the Un interface, only limited number of IAB DRBs can be established, so the IAB node needs to multiplex UE DRBs with similar QoS characteristics into a IAB DRB. For architecture 1a, there are three possible solutions on bearer mapping control.

Solution 1: Centralized bearer mapping control.

In this solution, the IAB donor (CU part of IAB donor) decides all the bearer mappings in each interface. The IAB donor sends the bearer mapping to all the intermediate nodes. Based on the received mapping, IAB node2 performs the mapping between UE DRB and IAB2 DRB, and IAB node1 performs the mapping between IAB2 DRB and IAB1 DRB. The DU part of the IAB donor performs the mapping between IAB1 DRB and PDU session GTP tunnel in the F1 interface. 
Solution 2: Distributed bearer mapping control.  

Different from solution1, in this solution, the bearer mapping decision is made by intermediate IAB nodes.  

Specifically, there are two ways for IAB nodes to decide the mapping. 

Solution 2.1: Per-IAB bearer mapping

In this solution, both UE DRBs and IAB2 DRBs should be visible to IAB node2, which means IAB node2 should know the related QoS information for each DRB, e.g. PDB, packet loss rate and so on, then IAB node2 has the ability to decide the mapping between UE DRB and IAB2 DRB. A similar mechanism is used for IAB node1.
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Figure 2 Per-IAB bearer mapping under distributed bearer mapping control
In order to help the IAB node to make per-IAB bearer mapping decisions, the CU needs to send both the QoS information of each UE DRB and QoS information of each IAB2 DRB to IAB node2. The CU also needs to send both the QoS information of each IAB2 DRB and the QoS information of each IAB1 DRB to IAB node1.    

Solution 2.2: Per-UE bearer mapping. 

Different from solution 2.1, in this solution the IAB node makes the mapping decisions based on the QoS of UE traffic. 

Taking the DL bearer mapping as an example, in addition to the QoS information of each UE DRB, IAB node2 should also know the QoS information of the UE traffic, as well as the related QoS index for the UE QoS information. Similar to IAB node2, IAB node1 also needs to know the QoS information of each IAB2 DRB and the QoS information of the UE traffic and the related QoS index. During the transmission of UE traffic, a unified QoS index can be carried in the adaptation layer, so that the IAB node can find the corresponding QoS information of this QoS index, and then map the UE traffic to an IAB DRB based on QoS of UE traffic. 
Solution 3: Fixed Bearer Mapping
In this solution, the IAB node is configured to map the packets corresponding to UE’s #n logical channel to IAB node’s #n logical channel in the adaptation layer, by a fixed mapping. Thus, for the IAB node the provides the access link to UE, the logical channel ID (LCID) of the UE can be deduced from the logical channel of its previous backhaul link, and the UE DRB ID or UE LCID can be omitted in the adaptation layer in order to reduce the overhead.  

After the mapping, the packets of multiple UE’s can be aggregated on the backhaul link, and the MAC entity in the IAB node do not need to differentiate between each of these multiple UEs when performing the Logical Channel Prioritization MAC procedure. 
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Figure 3. Fixed mapping using same logical channel ID

Proposal 1 It is proposed to study centralized/distributed/fixed bearer mapping solutions for bearer management of architecture group 1a and 1b.
3 Conclusion and Proposals
In this contribution we discussed solutions for IAB QoS management, and we make the following proposal:
Proposal 2 It is proposed to study centralized/distributed/fixed bearer mapping solutions for bearer management of architecture group 1a and 1b.
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