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1 Introduction
A new study item on “Integrated Access and Backhaul for NR” was approved in RAN#75[1], and in RAN3 #99 meeting [2], five architecture types divided into two groups are summarized as follows:
Architecture group 1: Consists of architectures 1a and 1b. Both architectures leverage CU/DU split architecture.
· Architecture 1a: 
· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 
· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
· Architecture 1b: 
· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 
· Hob-by-hop forwarding across intermediate node uses the adaptation layer.
Architecture group 2: Consists of architectures 2a, 2b and 2c
· Architecture 2a: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
· Architecture 2b: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP nested tunnelling.
· Architecture 2c: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP/PDCP nested tunnelling.
In this contribution, we present some consideration about the user plane protocol stack design of IAB network with a candidate solution for Architecture 1a.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
[bookmark: OLE_LINK941][bookmark: OLE_LINK942]In Figure 1, a simple multi-hop IAB network is shown, where the UE connects to IAB node 2, and the IAB node 2 connects to core network nodes in 5GC serving the UE via multi-hop wireless backhaul links, i.e. UE ↔ IAB node 2 ↔IAB node 1 ↔Donor gNB ↔ 5GC. The contribution takes this scenario as the baseline for discussion. The access link between IAB node and UE is defined as the Uu interface and the backhaul link between Donor gNB (DgNB) and IAB node and between IAB nodes is defined as the Un interface.


[bookmark: _Ref505354583]Figure 1. Scenario of multi-hop IAB network
In this contribution, one candidate solution named as Light L2 Relaying is proposed for Architecture 1a.
2.1	UP Protocol stack of Light L2 Relaying
Figure 2 depicts protocol stacks for user plane protocol of Light L2 relaying. It is reasonable for the DgNB to manage the UE’s context (e.g., UE’s radio bearer and NG interface related context) since the peer SDAP/RRC and PDCP layers of the UE are located at the DgNB/Donor-CU and the NG interface is terminated at the DgNB/Donor-CU. 


[bookmark: _Ref512610638][bookmark: OLE_LINK14]Figure 2. User plane protocol of light L2 relaying
[bookmark: _Ref505949839]Each Light L2 IAB node only has part of the RLC functionality (i.e. segmentation or re-segmentation) in the RLC sub-layer (denoted as the simplified RLC, S-RLC), and forwards RLC PDUs between DgNB and UE, while the DgNB and the UE implement the full RLC functionality. Therefore, in both uplink and downlink, the Light L2 IAB node just needs to forward the received RLC PDUs to its next hop, and optionally, may need to do (re-)segmentation before forwarding based on resource availability at the MAC layer. The receiving node UE/DgNB will reassemble RLC SDUs from the received RLC PDUs. There is no ARQ related functionality (e.g. generation of RLC control PDUs, retransmission buffer management, etc.) in the light L2 IAB node, which means that an end-to-end ARQ mechanism is used for such Light L2 relaying architecture, thus the UE/DgNB requests retransmissions from its peer AM entity located at the DgNB/UE. 
An adaptation layer is needed in the Un interface to carry routing information and QoS related information. Moreover, since the RLC PDUs are not reassembled at the IAB nodes, the adaptation layer should be added below the RLC sub-layer, to ensure that routing and/or QoS related information carried in RLC PDUs can be acquired by Light L2 IAB nodes. Therefore, the Light L2 IAB nodes may perform QoS mapping from UE DRB/LCH to IAB Logical channel in according to some configured mapping rules.
2.2	L2 data processing 
2.2.1 Bearer mapping and aggregation of multiple UEs in IAB node
With the proposed Light L2 relaying IAB architecture, IAB node will implement bearer mapping in adaptation layer. As shown in Figure 3, packets related to UE RB/Logical channel will be mapped to IAB logical channel according to some configured mapping rules. From the perspective of scalability, it is not recommended to maintain separate logical channels for different UEs in IAB node, and we assume that IAB node maintains same number of logical channels in backhaul links as UE does in access link. Two exemplary mapping rules are given as follows. 
a) IAB node is configured to map a packet to IAB logical channel according to a QoS label carried in adaptation layer. The mentioned QoS label can be either UE related labels(such as UE DRB ID, UE QFI etc.) or some UE irreverent normalized labels, and the corresponding QoS profiles need to be configured to IAB node in advance.
b) IAB node is configured  to map the packet corresponding to UE’s #n logical channel to IAB node’s #n logical channel in adaptation layer. Thus, for the IAB node provides access link to UE, the logical channel ID (LCID) of UE can be deduced from the logical channel of its previous backhaul link, and the UE DRB ID or UE LCID can be omitted in adaptation layer to reduce the overhead.  
After the mapping, multiple UE’s packet can be aggregated in backhaul link, and the MAC entity in IAB node do not need to differentiate multiple UEs when performing Logical Channel Prioritization procedure. 


[bookmark: _Ref512614706]Figure 3. UE traffic aggregation in IAB node based on bearer mapping function in adaptation layer
Observation 1: In Light L2 relaying IAB, IAB node implements bearer mapping between UE’s logical channels and IAB node’s logical channels in adaptation layer. Using same logical channel ID between UE and IAB in the mapping, i.e. UE’s #n logical channel maps to IAB node’s #n logical channel, can save the overhead as much as possible.
2.2.2 L2 packet formats in IAB node



[bookmark: _Ref512677849]Figure 4. L2 data flow in IAB node for Light L2 relaying 
As mentioned in subsection 2.2, the Light L2 IAB node won't reassemble received RLC PDUs to RLC SDUs before transmitting, while it can do (re-)segmentation if remaining space in MAC PDU is limited. Therefore, IAB node can either forward the received RLC PDU to adaptation layer without any RLC processing, or do segmentation for received RLC PDUs in its transmitting RLC entity in S-RLC sub-layer. The L2 data flow in IAB node is shown in Figure 4.



[bookmark: _Ref512688005]Figure 5. IAB node reconstruct new RLC header for each new segment
It is worth noting that, the (re-)segmentation in IAB node can only target the payload of its received RLC PDU. Thus, the IAB node needs to reconstruct a new RLC header for each segmented RLC SDU based on the RLC header contained in the received RLC PDU.  For example, in Figure 5, an received RLC SDU is segmented in IAB node, and IAB node add new RLC header for each segmented RLC SDU, the detail of how to construct a new RLC header is shown in Table 1. 
[bookmark: _Ref512693046]Table 1. How to reconstruct RLC header for new segments in IAB node.
	Field of Original RLC header 
	Reconstructed RLC header for new segmented RLC SDU in IAB node

	D/C
	Same as original

	P
	Same as original

	SI
	If original SI=00,
new SI ={01,10,11};
else if original SI=01,
 new SI={01,11};
else if original SI=10,
new SI={11,10};
else,
new SI={11} .

	R (optional)
	Same as original

	SN
	Same as original

	SO(optional)
	If original SO is not existing,
for the first segment, no SO field also;
for the subsequent segments, SO field needs to be added, and the value should be set as “Δ”, where Δ  means the position within the original received RLC SDU to which the first byte of the subsequent RLC SDU segment corresponds;
else,
 new SO exists in each segment, and the value should be set as “original SO+ Δ”, where Δ  means the position within the original received RLC SDU segment to which the first byte of the new RLC SDU segment corresponds. 


Observation 2: In Light L2 relaying IAB, the IAB node reconstructs a new RLC header for each (re)segmented RLC PDU to avoid UE impact.
2.3 Considerations about ARQ mode: end-to-end VS. hop-by-hop
Two possible problems for multi-hop IAB network with hop-by-hop ARQ：
With the ARQ mechanism executed in two peer AM RLC entities, If RLC ACK is received from peer RLC entity, the buffered RLC PDU in transmitting side should be deleted to clear the buffer in time. Thus, if hop-by-hop ARQ is adopted in multi-hop IAB network, there is a risk that if some intermediate IAB nodes suffer link failure and many successfully received RLC PDUs in these IAB nodes may be lost due to these RLC PDUs have been deleted in the upstream nodes.  
Observation 3: Hop-by-Hop ARQ has a risk of data loss if some intermediate IAB nodes are suffering link failure.
Besides that, since there is no reordering function in RLC layer, each IAB node will forward correctly received RLC PDUs to next hop directly (may be out of order). However, with the hop-by-hop ARQ, the transmitting side of the first hop which has PDCP entity(e.g. UE or DgNB), may transmit new packets (PDCP PDUs) continuously according to received RLC ACKs sent from the receiving side of the first hop. As a result, there is a risk that some successfully transmitted packets will be discarded by the peer PDCP entity in the receiving side of last hop (e.g. DgNB or UE) due to these packets arriving out of thereordering window. 
Observation 4: Hop-by-Hop ARQ has a risk of data loss due to out of reordering window issue.
In addition, as has been analysed in our previous paper [3], it is obvious that the end-to-end ARQ method outperforms hop-by-hop ARQ for IAB network with limited number of hops if the reliability of each hop is guaranteed. 
Observation 5: The end-to-end ARQ method outperforms hop-by-hop ARQ for IAB network with limited number of hops if the reliability of each hop is guaranteed.
Therefore, we can draw the following proposals. 
Proposal 1: Agree the light L2 relaying as a candidate solution for IAB architecture 1a.
Proposal 2: The end-to-end ARQ and hop-by-hop ARQ should be configurable based on the number of hops and link reliability.
3 Conclusion
In this contribution, the user plane IAB architecture with Light L2 relaying is introduced for architecture 1a, and we get the following observations and proposals:
Observation 1: In Light L2 relaying IAB, IAB node implements bearer mapping between UE’s logical channels and IAB node’s logical channels in adaptation layer. Using same logical channel ID between UE and IAB in the mapping, i.e. UE’s #n logical channel maps to IAB node’s #n logical channel, can save the overhead as much as possible.
Observation 2: In Light L2 relaying IAB, the IAB node reconstructs a new RLC header for each (re)segmented RLC PDU to avoid UE impact.
Observation 3: Hop-by-Hop ARQ has a risk of data loss if intermediate IAB nodes are suffering link failure.
Observation 4: Hop-by-Hop ARQ has a risk of data loss due to out of reordering window issue.
Observation 5: The end-to-end ARQ method outperforms hop-by-hop ARQ for IAB network with limited number of hops if the reliability of each hop is guaranteed.
[bookmark: OLE_LINK15]Proposal 1: Agree the light L2 relaying as a candidate solution for IAB architecture 1a.
Proposal 2: The end-to-end ARQ and hop-by-hop ARQ should be configurable based on the number of hops and link reliability.
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