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[bookmark: _Ref505249215]Introduction
In RAN2#101bis meeting a few changes were agreed to the Beam Failure Detection and Recovery procedure, and the changes were reflected in [1], which were approved via email discussions after RAN2#101bis (see Annex for section 5.17 of [1]).
In this contribution, we share our views on the remaining issues of beam failure recovery related to TS 38.321.
[bookmark: _Ref178064866]Discussion
Management of BFI_COUNTER
In the latest approved CR to TS 38.321 [1], there are only two places where the beam failure indication counter (BFI_COUNTER) is set to 0, as quoted below,
	The following UE variables are used for the beam failure detection procedure:
-	BFI_COUNTER: counter for beam failure instance indication which is initially set to 0.
…
1>	if the beamFailureDetectionTimer expires:
2>	set BFI_COUNTER to 0.


Following the procedure described in section 5.17 of [1], an example of the value of BFI_COUNTER vs. time is illustrated in Figure 1 below (assuming beamFailureInstanceMaxCount = 4).
[image: ]
[bookmark: _Ref510526230]Figure 1: values of BFI_COUNTER before, during and after Random Access procedure for BFR

· At time , BFI_COUNTER was “initially set to 0”, and the MAC started to handle indications of beam failure instance.
· At time , the beam failure detection timer expired, and BFI_COUNTER was reset accordingly.
· At time , BFI_COUNTER reached beamFailureInstanceMaxCount, and a Random Access procedure was initiated by the Beam Failure Detection and Recovery procedure. During the Random Access procedure (i.e. from  to ), there may be further incoming beam failure instances, each of which may trigger increment of BFI_COUNTER and initiation of a Random Access procedure. Since it is up to UE implementation whether a new Random Access procedure should be ignored or should replace an ongoing Random Access procedure, it was debated in RAN2#101bis and eventually considered in RAN2 that nothing needs to be fixed to avoid repeatedly initiating a Random Access procedure here. On the other hand, it should be noted that from time  on, BFI_COUNTER was always above the threshold (i.e. beamFailureInstanceMaxCount).
· At time , the Random Access procedure is successfully completed, which also means the Beam Failure Recovery procedure is successfully completed. From gNB perspective, the implication of this is that the serving beams may be re-configured via RRC/MAC-CE very soon.
· At time , which can be a time right after , a beam failure instance indication was received, and this single beam failure instance triggered another Random Access procedure.
We think the potential initiation of a Random Access procedure at time  is highly undesirable, and is actually contradictory to the definition of Beam Failure: right after successful Beam Failure Recovery, a single beam failure instance causes Beam Failure. In fact, this may happen repeatedly and may cause endless Random Access procedures, in which case the Beam Failure is never recovered because the gNB has no chance to reconfigure the serving beams.
It may be argued that Figure 1 only shows the case of no expiry of beam failure detection timer during the RA procedure from  to , and that BFI_COUNTER can be reset by any such timer expiry during this period of time. However, firstly, the Beam Failure Detection and Recovery procedure should not rely on the arrival pattern of the beam failure instances (i.e. “consecutive” or not) which may change per UE, or per cell, or from time to time. Secondly, even if the beam failure detection timer expired a few times during the RA procedure from  to , it is highly possible that BFI_COUNTER was increased to a non-zero value (e.g. 2) at time , i.e. when the Beam Failure Recovery procedure is successfully completed, and then 2 more consecutive beam failure instances after  cause initiation of another RA procedure.
Observation 1: If BFI_COUNTER is not reset properly, a successful Beam Failure Recovery procedure may be immediately followed by another Beam Failure Recovery procedure, and this may happen repeatedly.
One possible way to solve the above issue is to reset BFI_COUNTER upon successful completion of Beam Failure Recovery procedure. For more flexibility in the MAC entity, some means can also be specified to de-activate and re-activate the indication of beam failure instances from lower layers, e.g. indication of beam failure instances can be de-activated upon successful completion of Beam Failure Recovery procedure, and only re-activated after the serving beams are reconfigured. We slightly prefer the first one.
Proposal 1: BFI_COUNTER is reset upon successful completion of Beam Failure Recovery procedure.
Support for beam failure recovery timer
In RAN1#92bis meeting RAN1 discussed the support for beam failure recovery timer and reached the following agreements (which were also sent in an LS to RAN2) [2]:
	RAN1 has discussed the use case of the beamFailureRecoveryTimer in the context of CBRA and reached following agreements:
· RAN1 confirms the need for beamFailureRecoveryTimer and keep its uses as current RAN1 agreement
· Note: unsuccessful CFRA based BFR upon expiry of beamFailureRecoveryTimer means that UE shall not use CFRA for BFR after beamFailureRecoveryTimer expired and no indication to higher layer is required
· RAN1 confirms the following as a valid use case for beamFailureRecoveryTimer
· Candidate beam selection for contention-free PRACH-based BFR is based on L1-RSRP. For qualified candidate beam but poor SINR, the timer enables UE to try contention-based PRACH resources after timer expires
· Note: CBRA resource can be used when there is no candidate beam identified from candidate-beam-RS-list, as described by TS 38.321 section 5.1.2.
· beamFailureRecoveryTimer does not apply to the use of CBRA resources



The intention of the RAN1 agreements is good, i.e. to tie beamFailureRecoveryTimer only to “CFRA based BFR”, and not to use of CBRA resources. However, in the current MAC framework for Random Access procedure, the following are unpredictable when the Random Access procedure is initiated (i.e. when beamFailureRecoveryTimer is started):
· The number of PRACH attempts using CFRA resources and the number PRACH attempts using CBRA resources;
· The order of PRACH attempts using CFRA resources and the order of PRACH attempts using CBRA resources;
For example, with preambleTransMax = 5, depending on the measurements available each time the Random Access Resource Selection procedure is performed, the selection/order of CF/CB resources can be very different from time to time, e.g. {CF, CF, CF, CB, CB}, or {CF, CB, CB, CB, CF}, or {CF, CF, CF, CF, CB}, etc.
So the question is how the MAC entity should set the timeout value for beamFailureRecoveryTimer when the RA procedure is initiated, without knowing the pattern of Random Access Resource Selection? (Bear in mind that the ra-ResponseWindow for CF can be very different to that for CB)
One may argue that the timeout value can be simply set assuming that every PRACH attempt is CF-based. However, with such a setting, the benefit of the “valid use case for beamFailureRecoveryTimer” mentioned in the RAN1 agreements is completely lost. The qualified candidate beam with poor SINR will block the selection of CB resources to the largest extent (i.e. the pattern will be always {CF, CF, CF, CF, CF} where the CF-based candidate beams all come with good RSRP but poor SINR, and the Beam Failure Recovery procedure is very likely to fail).
Observation 2: With the latest clarification from RAN1 on usage of beamFailureRecoveryTimer, it is very difficult for the UE to set a proper timeout value for beamFailureRecoveryTimer that matches the actual Random Access Resource pattern during the RA which is unknown to the UE when the timeout value is set.
Observation 3: The benefit of beamFailureRecoveryTimer as per the latest clarification from RAN1 is questionable.
Proposal 2: RAN2 further discuss if the beamFailureRecoveryTimer as clarified by RAN1 is applicable within RAN2 scope. 
Conclusion
This contribution discusses the remaining issues on the beam failure recovery procedure and makes the following observations/proposals:
Observation 1: If BFI_COUNTER is not reset properly, a successful Beam Failure Recovery procedure may be immediately followed by another Beam Failure Recovery procedure, and this may happen repeatedly.
Observation 2: With the latest clarification from RAN1 on usage of beamFailureRecoveryTimer, it is very difficult for the UE to set a proper timeout value for beamFailureRecoveryTimer that matches the actual Random Access Resource pattern during the RA which is unknown to the UE when the timeout value is set.
Observation 3: The benefit of beamFailureRecoveryTimer as per the latest clarification from RAN1 is questionable.
Proposal 1: BFI_COUNTER is reset upon successful completion of Beam Failure Recovery procedure.
Proposal 2: RAN2 further discuss if the beamFailureRecoveryTimer as clarified by RAN1 is applicable within RAN2 scope. 
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Annex: section 5.17 in [1]
[bookmark: _Toc502437832]5.17	Beam Failure Detection and Recovery procedure
The MAC entity may be configured by RRC with a beam failure recovery procedure which is used for indicating to the serving gNB of a new SSB or CSI-RS when beam failure is detected on the serving SSB(s)/CSI-RS(s). Beam failure is detected by counting beam failure instance indication from the lower layers to the MAC entity.
RRC configures the following parameters in the BeamFailureRecoveryConfig for the Beam Failure Detection and Recovery procedure:
-	beamFailureInstanceMaxCount for the beam failure detection;
-	beamFailureDetectionTimer for the beam failure detection;
-	candidateBeamThreshold: an RSRP threshold for the beam failure recovery;
-	preamblePowerRampingStep: preamblePowerRampingStep for the beam failure recovery;
-	preambleReceivedTargetPower: preambleReceivedTargetPower for the beam failure recovery;
-	preambleTransMax: preambleTransMax for the beam failure recovery;
-	ra-ResponseWindow: the time window to monitor response(s) for the beam failure recovery using contention-free Random Access Preamble;
-	prach-ConfigIndex: prach-ConfigIndex for the beam failure recovery;
-	ra-ssb-OccasionMaskIndex: ra-ssb-OccasionMaskIndex for the beam failure recovery;
-	ra-OccasionList: ra-OccasionList for the beam failure recovery.
The following UE variables are used for the beam failure detection procedure:
-	BFI_COUNTER: counter for beam failure instance indication which is initially set to 0.
The MAC entity shall:
1>	if beam failure instance indication has been received from lower layers:
2>	start or restart the beamFailureDetectionTimer;
2>	increment BFI_COUNTER by 1;
2>	if BFI_COUNTER >= beamFailureInstanceMaxCount:
3>	initiate a Random Access procedure (see subclause 5.1) on the SpCell by applying the parameters configured in BeamFailureRecoveryConfig.
1>	if the beamFailureDetectionTimer expires:
2>	set BFI_COUNTER to 0.
1>	if the Random Access procedure is successfully completed (see subclause 5.1):
2>	consider the Beam Failure Recovery procedure successfully completed.
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