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Introduction
One important aspect of NR-IAB is network synchronization, as captured in TR 38.874:
[bookmark: _Toc505264079]5.2.6  Network Synchronization
Time synchronization between IAB nodes is also very essential e.g. to support TDD system and some potential features which need network synchronization. IAB may have additional requirement on network synchronization, which includes in-band wireless backhaul and multi-hops backhauling. 
RAN1 #92bis also achieved the following agreements
	Agreements:
· Study the feasibility of over-the-air (OTA) synchronization and the impact of timing misalignment on IAB performance (e.g. the number of supportable hops). 
· Mechanisms for timing alignment across multi-hop NR-IAB networks should be studied.



In this contribution, we discuss
· Accuracy of the over-the-air (OTA) synchronization
· Timing alignment across multi-hop NR-IAB networks.
Our companion RAN1 contribution [1] presents our view on other fundamental aspects of the physical and MAC layer design of NR-IAB.

NR-IAB Network: Components and Terminology
In this section, we reiterate some basics of NR-IAB concepts and terminologies. A typical IAB network is demonstrated in Figure 1.
[image: ]
Figure 1: an example of IAB network
With reference to the above figure, we use the following terminologies in this document:
· IAB-donor: A RAN-node that provides UE’s interface to core network and wireless backhauling functionality to IAB-nodes.
· IAB-node: A RAN-node that provides IAB functionality, i.e. access for UEs combined with wireless self-backhauling capabilities. An IAB-node may have two roles:
· ANF: access node function, e.g. gNB or gNB-DU with a MAC scheduler, which schedules the UEs and other IAB-nodes under its control. 
· The UEs and other IAB-nodes that are under control of an IAB-node are called its child nodes. 
· UEF: UE function, i.e. the IAB-node acts as a UE which is controlled and scheduled by the IAB-donor or another IAB-node.
· The donor or another IAB-node who controls and schedules the IAB-node is called its parent node.
An access link is terminated by an access node (gNB) on one side and a UE on the other side. In IAB, a BH link is terminated by two access nodes. Following Figure 1, and to be able to reuse access link design to support BH, one side should function as an access node (AN-F: access node function), while the other side functions as a UE (UE-F: UE function). When the roles (AN-F/UE-F) of two IAB-nodes over a BH link are well-defined, the resulting hierarchy makes [most of] the access link designs readily applicable to the BH link. 
We assume (AN-F/UE-F) assignment is handled, potentially along with topology, routing and resource management, by upper-layer procedures and signalling. Our companion contributions [2] and [3] discuss such management procedures.  

OTA synchronization
In [5], we discussed an OTA synchronization technique can be adopted to provide NR-IAB network synchronization. As shown in Figure 2, in a multi-hop NR-IAB network with hierarchical topology, an IAB-node can synchronize to its parent node(s) using the available synchronization mechanism of the Uu interface (i.e. tracking downlink receive timing, and adjusting uplink transmit timing using the provided TA command). This would naturally synchronize the whole network to the IAB-donors. 
One potential issue with this technique could be the fact that the accumulated errors over multiple hops may lead to a network that is not tightly synchronized. In what follows, we calculate the maximum timing error over a single link and the maximum number of supportable hops to guarantee an acceptable multi-hop synchronization accuracy. 
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[bookmark: _Ref513623792]Figure 2: multi-hop over-the-air synchronization

We first note that TS38.133 (7.4) provides a requirement for cell phase synchronization as:
“The cell phase synchronization accuracy measured at BS antenna connectors shall be better than 3 µs.”
Where cell phase synchronization accuracy is defined as:
“Cell phase synchronization accuracy for TDD is defined as the maximum absolute deviation in frame start timing between any pair of cells on the same frequency that have overlapping coverage areas.”

Next, we calculate the maximum time deviation over a single-hop using OTA synchronization, and then find the maximum number of allowable hops to guarantee the cell phase accuracy requirement. 
Consider two IAB-nodes 1 and 2, where IAB-node 1 is the parent of IAB-node 2 – i.e. IAB-node 2 synchronizes to IAB-node 1, like a UE synchronizing to its serving cell. Figure 3 shows the timing diagram of the initial signalling between the two nodes. 
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[bookmark: _Ref513648198]Figure 3: transmit and receive timing over a single link
As it is shown in Figure 3, there are various factors contributing to the overall time deviation over a single link. We can calculate an upper bound on this value () using the NR timing requirements of the UEs (please refer to 38.133 and 38.213) – details of the calculation are provided in the appendix. 
Assuming a cell phase accuracy of 3 usec, the maximum number of supportable hops can be determined for various frequency bands and subcarrier spacing as 

Table 1 provides these values and compares the result of our numerical analysis with that of [4], where a slightly different methodology was used to calculate the maximum per-hop time deviation.

[bookmark: _Ref513649567]Table 1: maximum time deviation per hop, and maximum number of allowable hops



Note that if we need to tighten the cell phase accuracy requirement (e.g. to 1.5 usec to ensure max relative time deviation of 3 usec for any two IAB-nodes), the number of supportable hops will proportionally reduce. However, we can make the following general observations,
· For mmw bands, OTA synchronization is sufficient to support IAB networks comprising 8~10 hops
· For sub-6GHz bands, OTA synchronization can support very limited number of hops (e.g. 2~3 hops) depending on the sync requirement and SSB SCS.
· Using 30kHz SSB can provide finer synchronization and support larger number of hops.
· OTA synchronization should be sufficient for sub-6 bands as well, because a sub-6 IAB network comprises very limited number of hops due to larger cell radius in those bands.

Observation 1: the accuracy of the over-the-air (OTA) synchronization (using Uu interface) depends on the frequency band and the subcarrier spacing of the reference signals. 
Observation 2: OTA synchronization can support multi-hop IAB network: 8~10 hops for mmWave bands, and 2~3 hop for sub-6 GHz bands.

As discussed in [5], the proposed multi-hop OTA synchronization technique ends up synchronizing the IAB-nodes to the IAB-donor(s) who are at the roots of the IAB network topology. To achieve synchronization across the network, the IAB-donors should also be synchronized – e.g. using GPS/GNSS or Ethernet. 

Proposal 1: Over-the-air (OTA) synchronization (over Uu interface) should be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 2: Network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 
Multi-hop timing alignment
Over the multi-hop backhaul network, an IAB-node is served by its parent IAB-node, and serves one or multiple UEs or child IAB-nodes. For communication with the parent IAB-node, the IAB-node acts as a UE and follows the DL/UL timing reference acquired through its parent. However, the IAB-node should also choose a timing reference for communicating with its children. 
In general, an IAB-node may choose any reference for its DL TX timing towards its children. For example, see Figure 4, where DL TX timing of the IAB-node’s AN-F can be chosen based on:
· Alt1: to be aligned with UL TX timing to the parent IAB-node
· Alt2: to be aligned with DL TX timing of the parent IAB-node 
· Alt3: to be aligned with DL RX timing from the parent IAB-node. 
We note that the choice of an AN-F’s reference timing affects the efficiency of resource utilization. Because having multiple different timing references for the communications with parent IAB-node and child IAB-nodes may result in 
· creating a gap – when the next communication starts late. For example, when IAB-node switches from sending an UL to its parent to sending a DL to its children in the next slot and in Alt2 and Alt3. (See Figure 4)
· requiring a gap – when the next communication starts early. For example, when IAB-node switches from receiving a DL from its parent to receiving a DL from its children in the next slot and in Alt1 and Alt2. (See Figure 4)
On the other hand, one can observe Alt1 and Alt3 result in an accumulated drift of slot boundaries over multiple hops, while Alt2 keeps the slot boundaries aligned.


[bookmark: _Ref510552607]Figure 4: Multi-hop timing alignment (FDD)

To maintain synchronization across multi-hop IAB network, we propose aligning the slot boundaries over the multiple hops (i.e., Alt2). This means an IAB-node has (at least) 3 timing references: downlink receive timing from its parent (DL RX), uplink transmit timing to its parent (UL TX), and downlink transmit/uplink receive (DL TX/UL RX) timing to/from its child IAB-nodes and UEs. See Figure 5.
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[bookmark: _Ref513651996]Figure 5: multiple timing references of an IAB-node

Note a guard period (GP) is needed depending on the allocated resources and the schedule of the IAB-node. We further notice an IAB-node can still spatially multiplex its communications with its parent and children (when an opportunity exists) that may use two different timing references, through utilizing two separate digital/RF chains. 
Proposal 3: The slot boundaries across multi-hop IAB network should be aligned. 


Conclusion
In this contribution, we discussed synchronization across multi-hop IAB network, and made the following observations and proposals:

Observation 1: the accuracy of the over-the-air (OTA) synchronization (using Uu interface) depends on the frequency band and the subcarrier spacing of the reference signals. 
Observation 2: OTA synchronization can support multi-hop IAB network: 8~10 hops for mmWave bands, and 2~3 hop for sub-6 GHz bands.

Proposal 1: Over-the-air (OTA) synchronization (using Uu interface) should be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 2: The network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 
Proposal 3: The slot boundaries across multi-hop IAB network should be aligned. 
References
[1] R1-18xxxxx, “Enhancements to support NR backhaul links”, Qualcomm, submitted to 3GPP RAN WG 1, Busan, South Korea, May 2018.
[2] R2-1804865, “Resource coordination across IAB topology”, Qualcomm, 3GPP RAN WG 2, Sanya, China, April 2018.
[3] R3-181948, “Topology and route management across IAB network”, Qualcomm, 3GPP RAN WG 2, Sanya, China, April 2018.
[4] R1-1804624, “IAB timing”, Nokia, 3GPP RAN WG 1, Sanya, China, April 2018.
[5] R3-181947, “Timing synchronization across IAB topology”, Qualcomm, 3GPP RAN WG 3, Sanya, China, April 2018.
Appendix: calculation of maximum per-hop time deviation

Consider two IAB-nodes 1 and 2, where IAB-node 1 is the parent of IAB-node 2 – i.e. IAB-node 2 synchronizes to IAB-node 1, like a UE synchronizing to its serving cell. Figure 6 shows the timing diagram of the initial signallings between the two nodes. 
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[bookmark: _Ref513653440]Figure 6: transmit and receive timing over a single link

Node 1 sends a first signal (e.g. synchronization signal block or SSB) at time , and it is received by node 2 at time  after an unknown propagation delay , and impaired by a detection error .
Node 2 sets its transmit timing  to node 1 based on  and a fixed time offset (e.g. ‘GP’ for the initial transmission, where no TA is commanded yet). The actual transmit timing could be off by a random amount  from the nominal timing. 
Node 1 receives the transmitted signal by node 2 (e.g. RACH preamble) at time , after the propagation delay and impaired by a detection error . 
Node 1 estimates RTT (i.e. 2*propagation delay) by comparing  and , and provides an indication via a TA command to node 2. The finite granularity of the TA command is another error component, . 
Node 2 uses TA command to calculate : an estimate of  (i.e. the actual timing (slot boundary) of its parent node). Below, we provide the calculation of :





To calculate the amount of time deviation over one hop, we assume node 2 sets its transmit timing to its child IAB-nodes or UEs based on . This would align the slot boundaries across multiple hops (as discussed in more details in the next section). The actual timing used for such transmissions over the next hop (denoted by ) may be further impaired by two factors: a TA adjustment error  and a random TX timing error . The amount of difference between  and  would be the observed time deviation over a single-hop:.



Detection errors  and ?
There are two components contributing to the detection error; delay spread and residual timing error of peak detection (that is proportional to sample duration ): 
Assuming a symmetric channel, the delay spread would be the same at both ends: , and replacing these values in the  formula results in

where  and  are two independent random integer values.
We could assume , but chose to assume they are two independent realizations of the same random variable to get a more pessimistic estimation of the per-hop time deviation. 
To find an upper bound on , we replace each component with its maximum allowed value: 

in which (See the tables at the end of this section),
·  is determined using Table 7.1.2-1 of 38.133
·  is determined as ½ of the TA command granularity (38.213:  for subcarrier spacing of )
·  is determined using Table 7.3.2.2-1 of 38.133
·  is assumed to be 2, and .

Assuming a cell phase accuracy of 3 usec, the maximum number of supportable hops can be determined for various frequency bands and subcarrier spacing as 

Table 2 provides these values, and compares the result of our numerical analysis with that of [4], where a slightly different methodology was used to calculate the maximum per-hop time deviation.

[bookmark: _Ref513653485]Table 2: maximum time deviation per hop, and maximum number of allowable hops



 38.133 requirements
[image: ]Table 7.1.2-1: Te Timing Error Limit

Table 7.3.2.2-1: UE Timing Advance adjustment accuracy
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