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Introduction
In RAN2 #101bis in Sanya, the following agreement was reached, related to waitTime values

Agreements
1	As in LTE, the maximum waitTime value in REJECT kind of message in response to RRCResumeRequest over SRB0 is 16 seconds.
2	For Rel-15, we do not support RRCREJECT over SRB1.
FFS Whether a wait timer is needed in RRCRelease

This contribution addresses the FFS noted in Sanya on wait timer in RRC Release. 
[bookmark: _Ref178064866]Discussion
RRC Connection Release in LTE
In LTE, there are different mechanisms to manage and limit load, e.g., in congestion situations. The mechanism to use may differ dependent on how severe a certain load situation is as the figure below illustrates. 
[image: ]
Figure 1: Access and Congestion control mechanisms

Congestion actions that relate to preventing access or preempting connections typically come after and at higher loads than the random access backoff and scheduling. Without a wait timer in Release (either to RRC_IDLE or RRC_INACTIVE, as the same message is used), what can happen if UE’s are released in congestion situations is that they may try to re-connect again, possibly to the same cell. A scenario can be that a connection is released due to congestion (from RRC_INACTIVE or RRC_CONNECTED), but UE is immediately retrying connection. Before the retry, UE would indeed first perform access control (if congestion is severe, probably access control parameters are set to barring to a certain degree) and then, later on possibly a reject message in response to a request sent. We feel however that in some situations, these are unnecessary steps to take and it would have been easier to have a wait timer in the RRC Release message that can optionally be set to order some UE’s to stay away for a certain period of time, which would provide more flexibility to the network to perform overload control.
1. [bookmark: _Toc513543669]Introduce a wait time in RRC Release message in NR.

Concerning that open issue, the following is currently captured in the TP on connection control [2]:
Editor’s Note: FFS Whether RejectWaitTimer is needed in RRCRelease message. 
Assuming that the RejectWaitTimer is supported as in proposal 1, a second question is which values it can take. As agreed as baseline in RAN2#101bis in Sanya, the maximum value of wait time for NR is agreed to be 16 seconds (at least as baseline) when used as a response to a resume request. One of the reasons for limiting the value of wait time was that this has been primarily agreed for RRC Reject and, RRC Reject is sent on SRB0, which is sent unprotected. It was thus not good to allow very long wait time values, as that has the potential to increase the drawback of a potential DoS attack. However, as RRC Release is transmitted on SRB1 it would be good to possibly support longer values.
1. Wait time in RRC Release can take longer value than 16 seconds. FFS exact maximum value.
Conclusion
[bookmark: _In-sequence_SDU_delivery]Based on the discussion in section 2 we propose the following:
Proposal 1	Introduce a wait time in RRC Release message in NR.
Proposal 2	Wait time in RRC Release can take longer value than 16 seconds. FFS exact maximum value.
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