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In the RAN2#101 meeting [1], RAN2 achieved the following agreement regarding SCell BFR.
- Assume that at least CFRA BFR can be configured for SCell using ASN.1.  FFS if there are any major impacts to support this in UP 
In this contribution, we discuss the potential RAN2 impacts on supporting the SCell BFR.
Discussion
Contention Based-BFR or Contention Freed-BFR
According to the current RAN1 agreements and the BFR resources (i.e. BeamFailureRecoveryConfig in the 3GPP TS 38.331 [2]) configured for the SCell, only the CF-BFR resources are configured for each SCell, and there is no CB PRACH configuration for the SCell. For the CF-BFR resources configured by BeamFailureRecoveryConfig, the PRACH resource and the BFR-CORESET resources are configured for each SCell independently.
Observation 1 SCell has no CB-PRACH resources.
Potentially, we could have the following two solutions to support SCell CB-BFR:
· Option 1: Using the CB-PRACH resource on PCell
· Option 2: Supporting the CB-RACH procedure for SCell
For Option 1, it is not clear whether the CB-RACH procedure on the PCell can recover the SCell beam failure. From our understanding, using the CB-RACH procedure on the PCell to recover the SCell beam failure is possible when both PCell and SCell are using the same beam(s). However, if both PCell and SCell are using the same beam(s), it seems that the PCell BFR could be used instead of the SCell BFR. More discussion in RAN1 is probably needed.
For Option 2, to support the CB-RACH procedure for SCell, the UE may also need to support the PDCCH common searching space on SCell, so as to support the reception of RAR which could be used for the beam training during the beam failure recovery.
Observation 2: More discussion (e.g. how/whether to support common searching space on SCell, or how/whether to use PCell CB-RACH for SCell BFR) in RAN1 is needed on how to support the SCell CB-BFR.
According to the analysis given above, due to the limited time in Rel-15, we consider that the SCell CB-BFR is not supported.
Proposal 1: The SCell CB-BFR is not supported in Rel-15.

CF-PRACH and BFR-CORESET for SCell
As mentioned by Observation 1 and 2, the CF-PRACH and BFR-CORESET are only configured on each serving cell independently, and the CF-PRACH resource and the BFR-CORESET resource for each BFR-configuration are on the same cell. From our understanding, the CF-PRACH resource for a SCell can be configured at any serving cell (i.e. either PCell or SCell), and the BFR-CORESET for a SCell can be also configured at any serving cell (i.e. either PCell or SCell), once the spatial relation of an beam failure SCell and the serving cell (which includes the PRACH and BFR-CORESET is the same) used for the beam failure recovery. To allow more flexible network implementation, we consider that the CF-PRACH and BFR-CORESET for a SCell can be configured on any serving cell.
Proposal 2: The CF-PRACH and BFR-CORESET for a SCell can be configured on any serving cell.
Beam failure detection
According to 38.331 [2], the configuration (i.e. beamFailureDetectionTimer and beamFailureInstanceMaxCount) for the BFR counter and timer which is included as part of the RadioLinkMonitoringConfig can be configured per cell if we don’t add any restriction on the RRC specification. Then the configuration for the SCell BFR counter and timer should be independent. Thus the SCell BFR counter (i.e. BFI_COUNTER) and timer (i.e. beamFailureDetectionTimer) should be maintained independently per serving cell. As only one BWP can be active, one BFI_COUNTER and one beamFailureDetectionTimer should be sufficient in this release.
Proposal 3: To confirm that the configuration for beamFailureDetectionTimer and beamFailureInstanceMaxCount are independent per BWP per serving cell.
Proposal 4: The counter (i.e. BFI_COUNTER) and timer (i.e. beamFailureDetectionTimer) for beam failure detection are maintained independently per serving cell.

Simultaneous BFR procedures
According to the RAN1 agreements made in RAN1#92 meeting, there is only one SCell BFR, even though the UE could be configured with more than one SCell(s).
	Agreement:
In Rel-15, additionally support BFR on SCell
Number of SCells BFR needs to be supported on is 1
UE is not mandated to support BFR on SCell 
Note: There is no additional RAN1 specification impact for BFR on SCell. 


Observation 3: Only one SCell BFR is supported.
To restrict the SCell BFR to only one SCell, some restrictions needs to be added in the field description for the BeamFailureRecoveryConfig. However we consider that the BeamFailureRecoveryConfig should be independently set by either MN or SN. This means that from the RRC point of view, only one SCell can be configured with BFR in MCG or SCG.
Proposal 5: Only one SCell in MCG or SCG can be configured with the BeamFailureRecoveryConfig.
As both PCell and SCell can have the BFR procedure, then the RACH procedure triggered by either PCell or SCell could be collided with each other. From our understanding, the SCell BFR and the PCell BFR are independent in the frequency domain (i.e. SCell BFR msg1/msg2 is only on SCell, and PCell BFR msg1/msg2 is only on the PCell). Then it is technical feasible to have SCell BFR procedure and PCell BFR procedure at the same time. However the current MAC specification only allows the one RACH procedure per MAC entity. To support simultaneous SCell BFR and PCell BFR, we need to support simultaneous RACH procedures on PCell and SCell. To save our discussion time in Rel-15, we consider that the MAC can still keep one RACH procedure. If two RACH procedures are triggered by both PCell and SCell beam failure, it can be left to the UE implementation which RACH procedure is kept. The current NOTE in the section 5.1.1 of 38.321 [3] which allows only one RACH procedure is also applicable for this case.
Proposal 6: If two RACH procedures are triggered by both PCell BFR and SCell BFR, it is left to the UE implementation which RACH procedure is kept.

SCell BFR failure
According to the current BFR procedure, the UE needs to select the candidate beam for the BFR procedure, based on the RSRP measurement results of the candidate beam(s). If no RSRP of candidate beam(s) is above the configured threshold (i.e. rsrp-ThresholdSSB or csirs-Threshold), the UE will trigger CB-RACH procedure for the BFR. However, as the proposal given above, if the CB-RACH is not supported for the SCell BFR, the UE should declare the SCell BFR failure (i.e. random access failure).
Proposal 7: If no valid candidate beam (i.e. above the configured RSRP threshold) is selected for the SCell CF-BFR, the UE declares the SCell BFR failure.
[bookmark: _Hlk505955758]According to 38.331 [1], each serving cell can have independent configuration (i.e. preambleTransMax) for the maximum number of preamble transmissions for the BFR. According to 38.321 [2] as quoted below, when the number of preamble transmission on SCell reaches the threshold (i.e. preambleTransMax), the RACH procedure on the SCell is considered unsuccessfully completed, and there is no subsequent behaviors for the UE. 
	38.321:
5.1.4	Random Access Response reception
Once the Random Access Preamble is transmitted and regardless of the possible occurrence of a measurement gap, the MAC entity shall:
1>	if the contention-free Random Access Preamble for beam failure recovery request was transmitted by the MAC entity:
2>	start the ra-ResponseWindow configured in BeamFailureRecoveryConfig at the first PDCCH occasion as specified in TS 38.213 [6] from the end of the Random Access Preamble transmission;
2>	monitor the PDCCH of the SpCell for response to beam failure recovery request identified by the C-RNTI while ra-ResponseWindow is running.
Omitted……..
1>	if ra-ResponseWindow configured in BeamFailureRecoveryConfig expires and if the PDCCH addressed to the C-RNTI has not been received:
2>	consider the Random Access Response reception not successful;
2>	increment PREAMBLE_TRANSMISSION_COUNTER by 1;
2>	if PREAMBLE_TRANSMISSION_COUNTER = preambleTxMax + 1:
3>	if the Random Access Preamble is transmitted on the SpCell:
4>	indicate a Random Access problem to upper layers.
3>	else if the Random Access Preamble is transmitted on a SCell:
4>	consider the Random Access procedure unsuccessfully completed.


For the SCell contention-free RACH procedure which is triggered by the network, the network knows whether the SCell contention-free RACH procedure is successful or not by detecting the CF-preamble transmission within a period of time (e.g. a timer at the gNB). However for the SCell CF-BFR, the network does not know when the UE triggered the BFR procedure. Then if the SCell after SCell BFR failure is kept for a long time, lots of packets transmitted via the SCell will be lost, and the UE could also cause uplink interference for the failure SCell. Thus we consider that if the network does not know the SCell BFR failure, the UE could report the SCell BFR failure to the network.
Proposal 8: RAN2 is kindly requested to discuss whether the UE reports the SCell BFR failure to the network.
SCell deactivation or activation
According to 38.321 [3], the uplink transmission and the downlink reception on the SCell is stopped. We consider that the beam failure detection on the deactivation SCell should be stopped to save the UE power (e.g. for monitoring the BFR RS). Otherwise, the UE may trigger the RACH procedure on the deactivated SCell at beam failure. This is contradict with the UE behaviors for the deactivated SCell.
Proposal 10: The beam failure detection of SCell is stopped at SCell deactivation.
Regarding the BFR counter (i.e. BFI_COUNTER) and timer (i.e. beamFailureDetectionTimer), there is no point to keep the BFR timer running, and the BFR counter should reset as well.
Proposal 9: The beamFailureDetectionTimer of SCell is stopped at SCell deactivation.
[bookmark: OLE_LINK1]Proposal 10: The BFI_COUNTER of SCell is reset at SCell deactivation.

Conclusion
According to the analysis given above, we have the following Observations and Proposals for the SCell BFR.
Observation 1 SCell has no CB-PRACH resources.
Observation 2: More discussion (e.g. how/whether to support common searching space on SCell, or how/whether to use PCell CB-RACH for SCell BFR) in RAN1 is needed on how to support the SCell CB-BFR.
Proposal 1: The SCell CB-BFR is not supported in Rel-15.
Proposal 2: The CF-PRACH and BFR-CORESET for a SCell can be configured on any serving cell.
Proposal 3: To confirm that the configuration for beamFailureDetectionTimer and beamFailureInstanceMaxCount are independent per BWP per serving cell.
Proposal 4: The counter (i.e. BFI_COUNTER) and timer (i.e. beamFailureDetectionTimer) for beam failure detection are maintained independently per serving cell.
Proposal 5: Only one SCell in MCG or SCG can be configured with the BeamFailureRecoveryConfig.
Proposal 6: If two RACH procedures are triggered by both PCell BFR and SCell BFR, it is left to the UE implementation which RACH procedure is kept.
Proposal 7: If no valid candidate beam (i.e. above the configured RSRP threshold) is selected for the SCell CF-BFR, the UE declares the SCell BFR failure.
Proposal 8: RAN2 is kindly requested to discuss whether the UE reports the SCell BFR failure to the network.
Proposal 9: The beamFailureDetectionTimer of SCell is stopped at SCell deactivation.
Proposal 10: The BFI_COUNTER of SCell is reset at SCell deactivation.
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