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Introduction
[bookmark: OLE_LINK72][bookmark: OLE_LINK71][bookmark: OLE_LINK51][bookmark: OLE_LINK52]In RAN2#AH-1801, it was agreed that in-order delivery should be ensured during QoS flow re-mapping, but the mechanism(s) to be used is still not decided. 
In the last RAN2#101 meeting, RAN2 discussed how to make sure the in-order delivery issue, and RAN2 made some agreement for DL [1]: 
=>	For DL it is left up to gNB implementation.
But for UL, companies didn’t make any consensus during the online discussion, end/start marker based solution is the baseline to ensure in-order delivery, at least for RLC AM operation. 
=>	FFS - We define an end/start marker on UE side and how it is used it is up to gNB implementation.   At least for RLC AM the start/end marker solution is used as a baseline.  
In the last RAN2#101bis meeting, companies proposed three options to address the QoS remapping issue [2]:
· [bookmark: OLE_LINK9][bookmark: OLE_LINK10]A) end marker in the header and not transmitted in this case, assume the case is handled by a timeout in the receiver
· B) the end marker can be sent stand-alone (a control PDU, header-only field etc)
· C) Start marker is sent on the new path 

In this paper, we will study the gain and benefit with the above three solutions, how to implement end mark or start marker based solution. 
Discussion
In the last RAN2 meeting, companies identified that if there is no further PDU for transmission in the source path, end marker will not be received by the gNB via the source path. So the following options are proposed to address the issue: 
· A) end marker in the header and not transmitted in this case, assume the case is handled by a timeout in the receiver
· B) the end marker can be sent stand-alone (a control PDU, header-only field etc)
· C) Start marker is sent on the new path 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]We will firstly define what does “no data to be sent” means. In the email discussion issued in the last meeting, rapporteur believes that if there is remaining data in PDCP/RLC/MAC buffer, then these data can be marked with end marker. We will firstly study whether the remaining data in in PDCP/RLC/MAC buffer can be used for the purpose of end marker. 
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]After the reconfiguration command to perform QoS remapping, UE may or may not have some leftovers in the PDCP/RLC/MAC buffer. If UE has leftovers in Layer 2 buffer, some companies may think the data in PDCP/RLC/MAC buffer can be marked with end marker to indicate the last transmission of the old path.
[bookmark: OLE_LINK19][bookmark: OLE_LINK20]However, we have strong concerns that whether the remaining packets in PDCP/RLC/MAC buffer can be delivered back to SDAP layer for re-processing (for the purpose of end marker). 
If the packets are processed by PDCP layer, and be delivered to RLC layer; and after the processing in RLC layer, RLC entity delivers these packets to MAC layer. For example if a packet has been delivered to MAC layer, which is ready for transmission, how such a MAC PDU can be delivered back to SDAP layer for end marker? If so, the MAC PDU has to be delivered back to RLC layer, and back to PDCP layer, and back to SDAP? From the implementation point of view, I don’t think this fall back procedure is practical. For the following reasons:
a) This fall back re-processing procedure brings too much impact and complexity to the legacy design of UE;
b) If a packet is picked up from lower layer to higher layer, the re-processing procedure introduces too much latency.
Observation 1: the data which has been delivered to PDCP/RLC/MAC buffer can’t be delivered back to SDAP layer to be re-processed for the purpose of end marker. 
Then if the observation above is accepted, we believe the data can be marked by end marker to the future data which will be delivered to SDAP entity. The SDAP entity can mark an end marker in this SDAP SDU, and then deliver this SDAP PDU with end marker to the old path. UE SDAP entity delivers the subsequence SDAP PDU generated after the SDAP PDU with end marker to the new path. 
Proposal 1: UE marks end marker in the first SDAP SDU arrives after the QoS remapping command, and delivers this SDAP PDU to the old path. 
With the above observation and proposal, we will study how end marker should be used if there is no data to send based on the candidate solution A and B. 
Solution A 
A) end marker in the header and not transmitted in this case, assume the case is handled by a timeout in the receiver
This option is illustrated in [3]. In this option, I illustrate how it works in figure 1.
1: UE sends packet 1, 2, through source DRB.
2: UE received RLC status report from the gNB, which indicates packet 2 is not received by gNB. In this circumstance, UE is ready to re-transmit packet 2 in source DRB.
3: gNB sends RRCConnectionReconfiguration message to UE before the UE re-transmits packet 2, to command this QoS flow to remap to target DRB.
4: Upon receiving the QoS remapping command, UE shall:
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]- if there is subsequent PDU for transmission in the PDCP buffer of the old path or a subsequence packet for marking the end marker, UE sets end marker in packet 3, after the transmission of packet 3, UE sends packets 4&5 via the new path. Then with the indication by end marker in packet 3, gNB knows when to re-order packet 4&5.
- if there is no subsequence packet for marking the end marker, UE doesn’t have packet 4 and 5 for transmission in the new path. So after the reception of each packet, gNB would start a timer. That is to say, if there is no subsequence packet, the timer won’t introduce any additional  latency.


Figure 1: UL transmission procedure in case of QoS re-mapping

Observation 2: in the circumstance of no subsequence data for transmission, no additional latency is introduced by the timer in gNB because there is no future data for re-ordering. 
Option B 
B) the end marker can be sent stand-alone (a control PDU, header-only field etc)
This option introduces a header only SDAP control PDU. In figure 2, after the transmission of packet 1&2, 
1: UE sends packet 1, 2, through source DRB.
2: gNB sends RRCConnectionReconfiguration message to UE before the UE re-transmits packet 2, to command this QoS flow to remap to target DRB.
3: Upon receiving the QoS remapping command, UE shall:
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]- if there is subsequent PDU for transmission in the PDCP buffer of the old path or a subsequence packet for marking the end marker, UE sets end marker in packet 3, after the transmission of packet 3, UE sends packets 4&5 via the new path. Then with the indication by end marker in packet 3, gNB knows when to re-order packet 4&5.
- if there is no subsequence packet for marking the end marker, UE generates a header only SDAP PDU, or a control PDU to indicates the end transmission in the old path. 


Figure 2: control PDU based end marker indicator
Since after the last transmission of packet 2, UE sends a header only PDU to indicate the end of transmission in the old path, then after reception of header only end marker PDU, gNB understand that the transmission in the old path terminates, and then packets 4 and 5 can be re-ordered after. So with this approach, the delay can be minimized. But it is also identified that if UE sends a header only SDAP PDU or a control PDU to indicates the end of transmission in the old path, additional signaling overhead is introduced.
Observation 3: if UE sends a header only SDAP PDU or a control PDU to indicates the end of transmission in the old path, additional signaling overhead is introduced.
Comparison between these two solutions:
Between these two solutions, we can see that both solutions can minimize the latency. Solution A is a little perplexed to be understood because the latency is minimized only when there is no future data for transmission, which is just opportunely the precondition of the issue. Solution B is quite clear to be understood, however it is also clear that additional signaling overhead is introduced. So we propose to select solution A to minimize the latency caused by QoS remapping. 
Proposal 2: end marker in the header and not transmitted in this case, assume the case is handled by a timeout in the receiver. 
Conclusion
This paper discusses how to handle the QoS flow re-mapping procedure to ensure the packets are in-orderly delivered to the receiver in UL, and we propose:
[bookmark: _GoBack]Observation 1: the data which has been delivered to PDCP/RLC/MAC buffer can’t be delivered back to SDAP layer to be re-processed for the purpose of end marker. 
Observation 2: in the circumstance of no subsequence data for transmission, no additional latency is introduced by the timer in gNB because there is no future data for re-ordering. 
Observation 3: if UE sends a header only SDAP PDU or a control PDU to indicates the end of transmission in the old path, additional signaling overhead is introduced.
Proposal 1: UE marks end marker in the first SDAP SDU arrives after the QoS remapping command, and delivers this SDAP PDU to the old path. 
Proposal 2: end marker in the header and not transmitted in this case, assume the case is handled by a timeout in the receiver
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