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1. Introduction
In the RAN#78 meeting, IAB was discussed (see [1-2]) and the objectives related to RAN3 were listed as below:

· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE
· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links

· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

In the previous RAN2 meetings, some agreements on use cases and scenarios for IAB are as below:

Agreements

1: 
The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
4i
SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)

4ii
Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 

And also some agreements on Topology and Architecture:

Agreements

1: IAB design shall support multiple backhaul hops


-
The architecture should not impose limits on the number of backhaul hops.


-
The study should consider scalability to hop-count an important KPI.


-
Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links

3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS

4: The IAB design should minimize the impact to core network specifications

5: The study should consider the impact to the core network signalling load as an important KPI

6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.

In this contribution, we will further discuss the Network Topology and Route Selection for IAB.
1. Discussion

1.1. Network Topology
The following shows the requirement for Topology which has been captured in the TR [4]:
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Some simple network topologies are shown in figure 1:
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Figure 1. Example of some simple network topologies for IAB

Considering the deployment of IAB, maybe more complex topology will be used. On top of the simple topologies above, we provide two more complex topologies, i.e. tree topology and mesh topology. 
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Figure 2. Example of Tree Topology for IAB
The “Tree” topology is still a simple topology for network deployment, any immediate IAB node of the “tree” can only have one parent IAB node in the upstream towards the IAB donor and it could have more than one branch (child node). Thus, any IAB node of the “tree” can only have one available route towards the IAB donor, route selection is very simple. This topology is reasonable from coverage point of view, but how to guarantee the robust operation, e.g., mitigate blockage and load variation on backhaul links should be further investigated.

Observation 1: Tree topology is simple for network deployment and route selection, how to guarantee the robust operation should be further studied.
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Figure 3. Example of Mesh Topology for IAB

The example of Mesh topology is shown in Figure 3, compared to the tree topology shown in the figure 2, more connections between the IAB nodes are possible, the purple dotted lines are new added connection compared to tree topology. In the mesh topology, one IAB node could be connected to multiple IAB nodes or IAB donor geographic nearby. Thus, one IAB node may have multiple routes towards the IAB donor, which may make robustness in case of blockage and load variation on backhaul links. However, the Mesh topology will make the route selection and route management more complex and may also increase the complexity of the implementation for IAB nodes.

Observation 2: Mesh topology looks robust, but it may increase the complexity for IAB implementation and route selection.

Proposal 1: To discuss which topology should be applied for IAB.
1.2. Route selection

We see route selection is highly related to the network topology, so we discuss the route selection base on the tree topology and mesh topology as below.

For the Tree Topology as shown in the figure 2 above, an IAB node can only connect to one parent IAB node, thus there’s only one available route from an IAB node to the IAB donor. For any UE accesses from a certain IAB node, the unique route to the IAB donor is also decided. Example, in the figure 2 above, the route between UE1 and IAB donor is “UE1-IAB13-IAB4-IAB1-IAB donor”. Like DC, it’s also possible for a UE to connect to multiple IAB nodes at the same time, e.g. UE2 can be served by IAB11 and IAB12 simultaneously, they can reach the donor by the routes “IAB11-IAB3-Donor” and “IAB12-IAB1-Donor” separately.
Observation 3: In tree topology, there’s a unique route could be selected between any IAB node and the IAB donor.
Considering the robust operation, it’s assumed that for an IAB node, it’s possible to re-route to another parent IAB node base on the measurement. 
Observation 4: It’s possible to change the route for an IAB node base on measurement (re-route to a new parent node).
For the Mesh Topology, an IAB node could connect to multiple IAB nodes as shown in the figure 3 above, thus maybe multiple routes could be selected from the node to IAB donor.

There’re two possible way to work:

· Option 1: Only one route is selected to work for all the UEs access from the node, one or more candidate routes are back up.

· Option 2: More than one routes are selected for a given IAB node, it could select different routes for different UEs it served. 
For the O1, an IAB node will only select one parent node in the upstream for all the UEs it served, the other candidate IAB nodes could be considered in case of backhaul link blockage or high load. The change of the route could be done in the immediate IAB node or in the Donor IAB node, e.g. the immediate IAB node could select another IAB node as the parent from the candidate nodes base on the measurement to the backhaul links (signalling strength and backhaul link load status, etc.).
For the O2, an IAB node may select one route for some of the UEs it served, in case of backhaul link blockage or high load, it may select another candidate route for the new accessing UEs. However, this option requires an IAB node to work on two or more backhaul links simultaneously, this is a big challenge to the IAB node, e.g. the in band interference, the radio capability to support out band wireless backhauls and the complexity for the implementation.  

Base on the discussion above, we see no need to support UE specific route selection for both of the Tree and Mesh topologies, per IAB node route selection should be enough. And we assume not needed to active multiple routes for an immediate IAB node, it’s enough to active only one route between an IAB node and the IAB donor for all the UEs accesses from the immediate IAB node, the candidate routes if any could be treated as backup.
Proposal 2: Route selection should be done per IAB node, and it should be transparent to UE.
Proposal 3: Unique route should be activated between an IAB node and the IAB donor, the other candidate routes (if any) could be used as backup.  
Considering the mobility of UE, the IAB donor should be able to handover the UE from one serving IAB node to another base on the measurement report from the UE. The measurement report and Handover Command are transferred in the old route, and UE will access to the new configured IAB node as configured in the HO command message, the new route between the target IAB node and the IAB donor is also unique and transparent for the UE.
Proposal 4: IAB donor could handover a UE from one IAB node to another base on RRM measurement report from the UE. 
2. Conclusion 

This paper discussed the network topologies, backhaul link discovery and route selection for IAB, base on the discussion above we have the following observations and proposals:
Observation 1: Tree topology is simple for network deployment and route selection, how to guarantee the robust operation should be further studied.

Observation 2: Mesh topology is looks robust, but it may increase the complexity for RN implementation and route selection.

Observation 3: In tree topology, there’s a unique route could be selected between an IAB node and the IAB donor.

Observation 4: It’s possible to change the route for an IAB node base on measurement (re-route to a new parent node).

Proposal 1: To discuss which topology to be applied for IAB.

Proposal 2: Route selection should be done per IAB node, and it should be transparent to UE.

Proposal 3: Unique route should be activated between an IAB node and the IAB donor, the other candidate routes (if any) could be used as backup.  

Proposal 4: IAB donor could handover a UE from one IAB node to another base on RRM measurement report from the UE. 
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Wireless backhaul links are vulnerable to blockage, e.g., due to moving objects such as vehicles, due to seasonal changes (foliage), or due to infrastructure changes (new buildings). Such vulnerability also applies to physically stationary IAB-nodes. Also, traffic variations can create uneven load distribution on wireless backhaul links leading to local link or node congestion.


Topology adaptation refers to procedures that autonomously reconfigure the backhaul network under circumstances such as blockage or local congestion without discontinuing services for UEs.


Requirement: Topology adaptation for physically fixed relays shall be supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
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