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1 Introduction
In last RAN2 #100 meeting, it was agreed that CFRA BFR can be configured for SCell, however, if SCell is configured with BFR, there could be some issues which should be further discussed.
Agreements

1 Single maxpreamble, powerampingstep and received target power parameters are used that can have different values depending on why the random access is used (BFR or not).
3
From RAN2 point of view beamFailureRecoveryTimer is not supported

4
Assume that at least CFRA BFR can be configured for SCell using ASN.1.  FFS if there are any major impacts to support this in UP
5
PHY delivers to MAC “beam failure instance” notifications only and MAC maintains a timer for resetting the counter:

-  the timer is (re)started upon every new reception of “beam-failure instance”.

-  At timer expiry the counter is reset.

6
A BFR counter is maintained and incremented at every “beam-failure instance” indication.  When the counter reaches MaxBFI the UE trigger BFR
7
Timer is configured in number of periods (periodicity of BFD RS).  Nokia will trigger email discussion on deciding the values for timer using [CB 180]

8
As in all other cases the UE performs random access for BFR on active BWP if RACH resources are available, otherwise it falls back to initial BWP. On each BWP the same prioritization rule is applied (CFRA and then CBRA).

In this paper, one issue will be discussed is the timer and counter maintance of the BFR. Another issue is that when CFRA BFR of SCell is ongoing while the PCell CFRA BFR is triggered, and the possible solution is given. 
2 Discussion 
2.1 Timer and counter maintenance of BFR
The BFR (beam failure recovery) procedure is agreed to be used for indicating to the serving gNB of a new SSB or CSI-RS when beam failure is detected on the serving SSB(s)/CSI-RS(s) by the lower layers. And the lower layer indicates the MAC entity by sending the beam failure instance. The MAC entity counts the beam failure instance once it received from lower layer. If the counter reaches maximum value that configured by network during the timer running period, the BFR will be triggered.
In RAN1#92 meeting, RAN 1 has also agreed to support BFR on one SCell. As agreed in RAN2 last meeting, the counter and timer are used for monitoring the beam failure instance that indicated by physical layer. Thus, to monitor the beam condition for each serving cell which support BFR, the counter and the timer should be maintained for each serving cell separately.
Agreement:
In Rel-15, additionally support BFR on SCell
-Number of SCells BFR needs to be supported on is 1
-UE is not mandated to support BFR on SCell 
-Note: There is no additional RAN1 specification impact for BFR on SCell. 
Proposal 1: The counter is maintained for each serving cell that support BFR procedure.

Proposal 2: The timer is maintained for each serving cell that support BFR procedure.

Once the BFR is triggered, the corresponding serving cell do not need to monitor the BF instance anymore, and the timer should be stopped when the BFR RA procedure starts. And the counter should also be set to 0. If the BFR RA succeed, the MAC entity can restart the timer and count the counter when a BF instance received. 
Proposal 3: When the BFR RA is triggered on the serving cell, the related timer should be stopped and the counter shall be reset to initial value.
2.2 Collision of BFR on PCell and SCell

As agreed, we assume that the CFRA BFR can be configured for SCell which means if the BFR is triggered for the configured SCell, the contention free RACH can be used for beam recovery. Based on the assumption, in our understanding, the SCell BFR and PCell BFR could be triggered independently, which means the counter and the timer should be maintained separately for SCell and PCell respectively. If this is the correct understanding, if SCell BFR RACH is triggered, during which the PCell BFR can also be triggered, then twe RACH procedure will be on-going at the same time. As we have agreed, there should be only one RACH procedure at any time for the MAC entity, which is captured as a note in the current MAC specification:

NOTE 1:
If the MAC entity receives a request for a new Random Access procedure while another is already ongoing in the MAC entity, it is up to UE implementation whether to continue with the ongoing procedure or start with the new procedure (e.g. for SI request).
Observation 1: If SCell BFR and PCell BFR are maintained separately, the PCell BFR RACH could be triggered while the SCell BFR RACH is on-going and vice versa.

If we follow the note, for the UE behaviour, the UE will either continue the SCell BFR RACH or start with the PCell BFR RACH meaning that the on-going SCell BFR RACH will be stopped. Actually, this will cause some ambiguity issue to the network side, let’s take the case of PCell BFR RACH is triggered while the SCell BFR RACH is on-going as an example:
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The issue is that when msg 1 is received from the SCell by the network side, the network is actually aware of the beam failure and the new indicated beam from the SCell. If the RAR is sent to the UE, based on UE implementation, the UE will stop monitoring the RAR and start with the new RACH procedure on PCell. There could be two cases if this happens:

· Case 1: PCell BFR RACH can be successfully triggered due to the SSB/CSI-RS has been identified;

· Case 2: PCell BFR RACH can not be successfully triggered due to there is no SSB/CSI-RS above the threshold, the UE then falls back contention based RACH.

For case 1, it should be no problem since the network can realize that the UE has stopped the BFR RACH on SCell and the BFR RACH is started on PCell. However, for case two actually the network can not identify whether the RAR is not successfully decoded by the UE or whether the UE has started with a PCell RACH.

Observation 2: If PCell BFR RACH is triggered while the SCell BFR RACH is on-going, the network can not identify whether the RAR for SCell RACH is successfully decoded or not.

From anther perspective, if SCell BFR RACH is triggered while the PCell BFR RACH is on-going, based on UE implementation, the UE may start with the SCell BFR RACH meaning the PCell beam failure can not be recovered. This is not a correct behaviour since it’s useless to recover the SCell beam failure while ignoring the beam failure on PCell.

Observation 3: If PCell BFR RACH is stopped due to SCell BFR RACH is triggered, it will cause PCell beam failure.

RAN2 can firstly confirm that in this case wehther the UE can receives the RAR for both PCell and SCell. For example, in the following case, if PCell BFR RACH is triggered while the SCell BFR RACH is on-going, whether the RAR can still be received during the RAR window for the SCell RACH when the PCell RACH is triggered. If this is feasible, the BFR for both PCell and SCell could be successful.


[image: image2]
Proposal 4:RAN2 is to confirm whether PCell BFR RACH and SCell BFR RACH can be on-going the the same time.

If it’s not feasible, based on the above observations, it’s preferable that the UE will prioritize the PCell BFR RACH when SCell BFR RACH is also triggered. 

Proposal 5: If proposal 4  is not confirmed, it’s preferable to always start with PCell BFR RACH when the SCell BFR RACH is on-going, meaning the SCell BFR RACH is stopped.
3 Conclusions:
Based on the discussion above, we have the following observations and proposals:

Observation 1: If SCell BFR and PCell BFR are maintained separately, the PCell BFR RACH could be triggered while the SCell BFR RACH is on-going and vice versa.
Observation 2: If PCell BFR RACH is triggered while the SCell BFR RACH is on-going, the network can not identify whether the RAR for SCell RACH is successfully decoded or not.

Observation 3: If PCell BFR RACH is stopped due to SCell BFR RACH is triggered, it will cause PCell beam failure.
Proposal 1: The counter is maintained for each serving cell that support BFR procedure.

Proposal 2: The timer is maintained for each serving cell that support BFR procedure.
Proposal 3: When the BFR RA is triggered on the serving cell, the related timer should be stopped and the counter shall be reset to initial value.
Proposal 4:RAN2 is to confirm whether PCell BFR RACH and SCell BFR RACH can be on-going the the same time.

Proposal 5: If proposal 4  is not confirmed, it’s preferable to always start with PCell BFR RACH when the SCell BFR RACH is on-going, meaning the SCell BFR RACH is stopped.

4 Text proposal for TS 38.321
5.17
Beam Failure Detection and Recovery procedure
The MAC entity may be configured by RRC with a beam failure recovery procedure which is used for indicating to the serving gNB of a new SSB or CSI-RS when beam failure is detected on the serving SSB(s)/CSI-RS(s). Beam failure is detected by counting beam failure instance indication from the lower layers to the MAC entity.

RRC configures the following parameters in the BeamFailureRecoveryConfig for the Beam Failure Detection and Recovery procedure:

-
beamFailureInstanceMaxCount for the beam failure detection;

-
beamFailureDetectionTimer for the beam failure detection;

-
beamFailureCandidateBeamThreshold: an RSRP threshold for the beam failure recovery;

-
preamblePowerRampingStep: preamblePowerRampingStep for the beam failure recovery;

-
preambleReceivedTargetPower: preambleReceivedTargetPower for the beam failure recovery;

-
preambleTxMax: preambleTxMax for the beam failure recovery;

-
ra-ResponseWindow: the time window to monitor response(s) for the beam failure recovery using contention-free Random Access Preamble.

The following UE variables are used for the beam failure detection procedure:

-
BFI_COUNTER: counter for beam failure instance indication which is initially set to 0.

For each serving cell that support BFR:

1>
if beam failure instance indication has been received from lower layers:
1> if there is no ongoing Random Access procedure associated with this Serving Cell:
2>
start or restart the beamFailureDetectionTimer;

2>
increment BFI_COUNTER by 1;

2>
if BFI_COUNTER = beamFailureInstanceMaxCount + 1:

3>
initiate a Random Access procedure (see subclause 5.1) on the corresponding serving cell by applying the parameters configured in BeamFailureRecoveryConfig.

3>
stop beamFailureDetectionTimer 
3>
set BFI_COUNTER to 0.
1>
if the beamFailureDetectionTimer expires:

2>
set BFI_COUNTER to 0.

1>
if the Random Access procedure is successfully completed (see subclause 5.1):

2>
consider the Beam Failure Recovery procedure successfully completed.
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