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Introduction
Recently, RAN 2 have received one LS from RAN1 which is related to beamFailureRecoveryTimer as follows:
***************************************************************************************** Agreement: 
• Send an LS to RAN2 with following information
– RAN1 confirms the need for beamFailureRecoveryTimer and keep its uses as current RAN1 agreement
• Note: unsuccessful CFRA based BFR upon expiry of beamFailureRecoveryTimer means that UE shall not use CFRA for BFR after beamFailureRecoveryTimer expired and no indication to higher layer is required
– The following use case will be captured in the LS
• Candidate beam selection for contention-free PRACH-based BFR is based on L1-RSRP. For qualified candidate beam but poor SINR, the timer enables UE to try contention-based PRACH resources after timer expires
– Note: CBRA resource can be used when there is no candidate beam identified from candidate-beam-RS-list, as described by TS 38.321 section 5.1.2.
• beamFailureRecoveryTimer does not apply to the use of CBRA resources.
*****************************************************************************************
From this LS, RAN 1 confirmed the need of the beamFailureRecoveryTimer, and have one strong reason to demonstrate. Thus the intention of this contribution is to discuss the behavior of this timer and the impact on the current specification.  
Discussion
In RAN1#91, L1-RSRP has been agreed to be used as one RRC configured metric for new candidate beam identification. Taking into account that channel interference cannot be distinguished in terms of L1-RSRP, one candidate beam may NOT work well in the case of strong interference and this detection error severely impact the performance of beam recovery. For instance, since the CFRA BFR is always prior to CBRA BFR, UE may fall into the uncontrolled multiple times of CFRA BFR which may never be successful if the detected candidate beams have suitable L1-RSRP but poor SINR. So the beamFailureRecoveryTimer is introduced for avoiding this unexpected behavior.
Proposal 1: Based on the LS from RAN1, the beamFailureRecoveryTimer should be introduced.

The behavior of beamFailureRecoveryTimer during RACH procedure
From the RAN1 agreements, beamFailureRecoveryTimer does not apply to the use of CBRA resources and only CBRA BFR can be used if the timer is expired. From the current specification, UE can use CBRA or CFRA for BFR during the RACH procedure which depends on whether to detect the suitable candidate beams. Thus the beamFailureRecoveryTimer may be running on and off during the RACH. Thus the behavior of timer is not sure while switch from CFRA to CBRA is occurred. For resolving this uncertainty, we give two alternatives as below:
Alternative 1: The timer is reset while CFRA switch to CBRA 
Alternative 2: The timer is not reset while CFRA switch to CBRA 
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Fig.1: the illustration for behavior of beamFailureRecoveryTimer in RACH procedure
The two alternatives are illustrated in fig.1. The main difference between the two alternatives is that: For Alternative 1, the timer always keep running continuously regardless of CFRA attempts are continuous or not. For Alternative 2, the timer is used for UE avoiding falling into the consecutive failure CFRA attempts. It seems both of the alternatives can work properly. However, UE may attempt the CBRA and CFRA alternately (ping-pong effect) if the candidate beam is not good enough, in this case, the beamFailureRecoveryTimer should be available to avoid the ping-pong effect, thus the Alternative 1 is preferred over the Alternative 2.
Proposal 2a: The beamFailureRecoveryTimer should start/restart at the beginning of each CFRA attempt and not be reset during ongoing RACH procedure.
As analyzed above, it can be seen that the behavior of beamFailureRecoveryTimer is too complicated during ongoing RACH procedure since beamFailureRecoveryTimer does not apply for the use of CBRA resources from RAN 1 agreements. For simplifying the RACH procedure, we can consider to ignore this items, then we can derive the following timer behavior:
While timer is running: both of CBRA and CFRA can be used.
While timer is expired: only CBRA can be used.
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Fig.2 the behavior of beamFailureRecoveryTimer in RACH procedure in the case of ignoring the item 3
Although the behavior is more simple, considering an extreme case, It is assumed that UE will always use CBRA for BFR if UE cannot detect any suitable candidate beam for a long time, in this case, the timer would keep running from the BFR is detected until to expire. So UE cannot start CFRA even if UE detect the suitable candidate beam finally after expiry of the timer. In our opinion, since the BFR procedure is delay sensitive, thus it doesn’t matter whether to use CFRA or not if the timer is already expired. So for simplifying the RACH procedure while the beamfailureRecoveryTimer is introduced, we also propose:
Proposal 2b: For simplifying the RACH procedure, the beamFailureRecoveryTimer should start at the beginning of the BFR RACH and keep running until to expire or when the BFR is successful.
Given above discussion, we propose that:
Proposal 2: For the operation on beamFailureRecoveryTimer, select one alternative from the two below:
Proposal 2a: The beamFailureRecoveryTimer should start/restart at the beginning of each CFRA 	attempt and not be reset during ongoing RACH procedure.
Proposal 2b: For simplifying the RACH procedure, the beamFailureRecoveryTimer should start 	at the beginning of the BFR RACH and keep running until to expire or when the BFR is 	successful.

The impact on the current specification
In the current spec, both of RACH-ConfigCommon IE and BeamFailureRecoveryConfig IE is optional in the BWP IE, and during RAN2 #101BIS meeting, it is agreed that the IE ssb-perRACH-Occasion is introduced in the BeamFailureRecoveryConfig IE, therefore the BFR procedure can be performed properly even if the rach-ConfigCommon is missing. 
BeamFailureRecoveryConfig ::= 		SEQUENCE {
	rootSequenceIndex-BFR				INTEGER (0..137)															OPTIONAL,	-- Need M
	rach-ConfigBFR						RACH-ConfigGeneric															OPTIONAL,	-- Need M
	candidateBeamThreshold				RSRP-Range																	OPTIONAL,	-- Need M
	candidateBeamRSList					SEQUENCE (SIZE(1..maxNrofCandidateBeams)) OF PRACH-ResourceDedicatedBFR		OPTIONAL,	-- Need M
	ssb-perRACH-Occasion				ENUMERATED {oneEighth, oneFourth, oneHalf, one, two, four, eight, sixteen} 	OPTIONAL,	-- Need M
	ra-ssb-OccasionMaskIndex			INTEGER (0..15)																OPTIONAL, 	-- Need M
	recoverySearchSpaceId				SearchSpaceId																OPTIONAL,	-- Need S
	...
}

Observation 1: Since the BFR can be performed properly while the rach-ConfigCommon is missing,it is possible that the PRACH resources in one BWP can be used for BFR CFRA rather than CBRA.
However, in the previous meeting, we have the similar discussion [2] about the only dedicated PRACH resources for CFRA BFR, a few companies thought it was one configuration problem. It means that the CBRA resources should be configured simultaneously if the BFR resources is configured in one BWP. This behavior will limit the BWP allocation further which is not our expected. For instance, there existed overlapping problem for BWP linkage which seems cannot be avoided, and we have already achieved following agreement to restrict the BWP allocation as follows:
[bookmark: OLE_LINK2]=>RAN2 assumes that if UL BWP is used for the UL/DL linking for CB RACH, the UL BWP start position need to be the same for all UEs that can use this RACH resource. 
Since the BFR is delay sensitive procedure, it is reasonable that only BFR CFRA resources are configured in one BWP, which needn’t have the same start position with other UL BWPs. Otherwise, the BWP should have the same start position with others. Therefore, we should not take any more restrictions to allocation of BWP for gNB. 
Proposal 3: For better flexibility, RA resources for BFR can be configured on the BWP without CBRA resources.
As we analyzed before, not only CFRA can fall back to CBRA, but also the expriy of beamFailureRecoveryTimer is to make only CBRA available during the ongoing RA procedure. Based on proposal 3, one BWP can be configured to only RA resources for BFR without CBRA resources, thus UE may perform the BWP switch during the ongoing RACH procedure. However, BWP switch is only allowed to be performed at the initiation of RACH procedure in the current spec as follows:
*****************************From 38.321***************************************************
[bookmark: OLE_LINK5]Upon initiation of the Random Access procedure, the MAC entity shall:
1>	if PRACH occasions are configured for the active UL BWP:
2>	perform the Random Access procedure on the active DL BWP and UL BWP.
1>	else (i.e. PRACH occasions are not configured for the active UL BWP):
2>	switch to initialDownlinkBWP and initialUplinkBWP;
2>	perform the Random Access procedure on the initialDownlinkBWP and initialUplinkBWP.
*****************************From 38.321***************************************************
Thus we propose that:
Proposal 4: Based on the usage of beamFailureRecoveryTimer elaborated by RAN1, the BWP switch should be allowed during the on-going RA procedure
Conclusion
Based on the analysis given above, we give our proposal as follow:
Proposal 1: Based on the LS from RAN1, the beamFailureRecoveryTimer should be introduced.
Proposal 2: For the operation on beamFailureRecoveryTimer, select one alternative from the two below:
Proposal 2a: The beamFailureRecoveryTimer should start/restart at the beginning of each CFRA 	attempt and not be reset during ongoing RACH procedure.
Proposal 2b: For simplifying the RACH procedure, the beamFailureRecoveryTimer should start 	at the beginning of the BFR RACH and keep running until to expire or when the BFR is 	successful.
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