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1	Introduction
Standardized eNB measurements in TS36.314 were never tailored to reflect CA operation and benefits. Limitations of the eNB measurements in new deployments become a deficiency for operators wishing to observe CA. In this contribution we discuss the limitation of evaluating IP scheduled throughput for CA UEs with part of data transmitted via SCells and propose standard amendments.
2	Discussion 
In Carrier Aggregation mode, from the higher-layer perspective, each CC appears as a separate cell with its own Cell ID. A UE that is configured for carrier aggregation connects to Primary Serving Cell (the “PCell”) and one or more Secondary Serving Cells (“SCells”). The number of serving cells that can be configured depends on the aggregation capability of a UE. A single Radio Resource Control (RRC) connection is established with the PCell, which controls all the CCs configured for a UE and SCells are simply considered as additional transmission resources.  
AS already discussed in [1], current standard allows two types of Scheduled IP Throughput measurement: 
· Scheduled IP Throughput (per QCI per UE), and 
· Scheduled IP Throughput for MDT purposes (per RAB per UE, per UE)
and none of these metrics distinguish CA and non-CA mode nor SCell activation of a UE.
The basic principle of Inter eNB CA can be to divide data on PDCP layer between PCell and SCell(s). While for the sake of simplicity, eNB measurement for multiple CCs of CA activated from a single node can be handled internally, for the UE that is served by SCells that are even from different eNBs, the communication between PCell and SCells in terms of Inter eNB Carrier Aggregation, will significantly contribute to the calculation of data transmission time. In this case, PDCP PDUs are sent from PCell to SCell over X2 interface, impacting the IP Scheduled Throughput results.
Observation 1: The Scheduled IP Throughput measurements are not reliable to monitor end user throughput which results from activated Scells, specifically for inter eNB CA.
According to TS 36.314 IP scheduled throughput is to measure PDCP SDU volume transmitted to UE and divide it by UE’s total time with data in the buffer excluding the portion related to last TTIs emptying the buffer. This principle requires clarification in case of inter eNB CA, as e.g. the total time in inter eNB CA case concerns additional interaction time needed between eNB_1 and eNB_2. In addition, the interpretation when the SCell buffer physically located in other eNB can be understood as non-empty remains totally open. 
To achieve comparable and reliable results, we believe the following clarifications should be made for inter eNB CA IP Scheduled Throughput measurement:
· the SCell RLC buffer physically located in other eNB shall be considered to be not-empty at the point of time the PCell sent PDCP data to this SCell regardless what is the point in time the data received in RLC SCell layer. This proposal would address the end user expectation of data reception, i.e. they are acting like they would be counted in PCell RLC buffer in intra eNB CA. In case of start of a new burst when counting is started after first portion of data related to this burst is sent to UE it is assumed that firstly PDCP data are to be considered for transmission in PCell and after that in SCell (s), i.e. that the determination of the point in time first portion of data related to this burst is sent to UE is done in PCell (no further message exchange between P and S Cell(s) is needed)

· having data in the buffer is when either PCell’s RLC buffer or at least one of the RLC buffer of SCell(s) located in other eNB has some data in it

· the time of a given PDCP SDU sent from PCell eNB (eNB1) to SCell eNB (eNB2) is in RLC buffer from PCell eNB1 perspective should measurethe time needed to travel from PCell eNB (eNB1) to SCell eNB (eNB2) via X2 interface and time data related to the PDCP SDU spent in RLC buffer in the SCell eNB2 (excluding portion related to last TTIs)  

Additionally, a massive and frequent X2 message exchange between the PCell and SCell eNBs is not feasible and should not become a requirement for the measurements be avoided. Therefore, the calculations should consider additional contributing factors but rely on averaged values of X2 transmission time. 

Proposal: Adopt Scheduled IP Throughput in TS36.314 to reflect measurement requirement for inter eNB CA.
Corresponding CR is provided in [2].
3	Conclusion 
Observation 1: The Scheduled IP Throughput measurements are not reliable to monitor end user throughput which results from activated Scells, specifically for inter eNB CA.
Proposal: Adopt Scheduled IP Throughput in TS36.314 to reflect measurement requirement for inter eNB CA.
Corresponding CR is provided in [2].
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