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Introduction
In RAN2#AH_1801 meeting, beam failure recovery procedure was discussed with following agreements [1]: 
Agreement [RAN2#AH_1801]:
     The beam failure detection is performed by MAC. 
1   ResponseWindowSize-BFR is applied only for contention free BFRR preamble (as already captured in MAC specification).
2	PreambleInitialReceivedTargetPower-BFR and powerRampingStep-BFR are applied only for contention free BFRR preamble.
3	Maximum power applied to common RACH is dictated by the ra-PreambleTx-Max.
4	PreambleTransMax-BFR is applied only for contention free BFRR preamble. FFS how to capture it.
5	Agreements will be captured in the MAC CR and reviewed during email discussion.

=> For contention based random access for beam failure recovery, contention resolution is successful if UE receives a PDCCH transmission addressed to its C-RNTI.
=> RAN2 assumes that the same set of RA parameters are used but different values can be configured. 

In RAN1#AH_1801 meeting, a set of agreements were made for beam failure recovery [3]: 
Agreement [RAN1#AH1801]:
For beam failure detection model, PHY performs detection of beam failure instances, and indicates a flag to higher layer if a beam failure instance is detected
-	FFS: When/Whether PHY needs to report candidate beam list and beam failure instance to MAC
-	FFS: Whether non-beam failure instance is defined or is needed

Agreement [RAN1#AH1801]: 
Indication of beam failure instance to higher layer is periodic and indication interval is determined by the shortest periodicity of BFD RS, which is also lower bounded by [10] ms.
Note: if the evaluation is below beam failure instance BLER threshold, there is no indication to higher layer.
-    PHY provides to higher layer one or more sets of {beam RS index, L1-RSRP measurement} that satisfies the L1-RSRP threshold upon higher layer request.


In RAN1#92 meeting, a set of agreements were made for beam failure recovery [4]:
Agreement (RRC parameter update) [RAN1#92]:
Value range for the higher layer parameter BeamFailureInstanceMaxCount is {1,2,3,4,5,6,8,10}

Agreement (RRC parameter update) [RAN1#92]:
Value range of beam failure recovery timer is {10, 20, 40, 60, 80, 100, 150, 200} in units of msec
-	Additional values can be added by RAN2 (e.g. 500msec)


At RAN2#101 [2] the following agreements were also made.
Agreement [RAN2#101]:
1	Single maxpreamble, powerampingstep and received target power parameters are used that can have different values depending on why the random access is used (BFR or not).  
2	From RAN2 point of view beamFailureRecoveryTimer is not supported
3	Assume that at least CFRA BFR can be configured for SCell using ASN.1.  FFS if there are any major impacts to support this in UP
4	PHY delivers to MAC “beam failure instance” notifications only and MAC maintains a timer for resetting the counter:
-  the timer is (re)started upon every new reception of “beam-failure instance”. 
-  At timer expiry the counter is reset.
5	A BFR counter is maintained and incremented at every “beam-failure instance” indication.  When the counter reaches MaxBFI the UE trigger BFR
6	Timer is configured in number of periods (periodicity of BFD RS).  Nokia will trigger email discussion on deciding the values for timer using [CB 180] 
7	As in all other cases the UE performs random access for BFR on active BWP if RACH resources are available, otherwise it falls back to initial BWP. On each BWP the same prioritization rule is applied (CFRA and then CBRA).
Discussion
According to RAN1 and RAN2 agreements [1-4], beam failure detection is performed by MAC. Beam failure is triggered by counting the number of detected beam failure instances, configured by maximum number of beam failure instances MaxBFI or its RRC parameter counterpart BeamFailureInstanceMaxCount and a timer. The physical layer provides every detected beam failure instance to MAC, which will capture the counting behavior. Each beam failure instance is counted if the measured hypothetical PDCCH BLER is above a threshold. A figure illustrating this concept is given in Figure 1. 
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Figure 1 Beam Failure function

At last RAN2 meeting, an LS regarding beam failure detection and its parameters [5] was replied from RAN1. Two options to count the beam failure instances in MAC were discussed in RAN2. In option 1, PHY delivers two types of notifications to MAC, namely “beam failure instance” and “no beam failure instance”. In option 2, PHY delivers to MAC “beam failure instance” notifications only and MAC maintains a timer for resetting the counter. It was agreed that MAC maintains a “beam failure counter” (BFC) and (re-)starts a timer upon receiving “beam failure instance” notifications from PHY. The BFC is incremented at every beam failure instance indication and triggers beam failure recovery (BFR) when it reaches MaxBFI. The length of the timer is configured as multiples of the periodicity of beam failure detection RS. To our understanding, there are still some open issues. 
If persistent beam failure instances occur between multiple “no beam failure instances” within the expiry of timer, the beam failure counter may never reach MaxBFI before timer expires. Such example can be illustrated in Figure 2. The timer is configured to be 2 times the periodicity of the beam failure detection. BFC is increased by one when beam failure instance occurs and maintains its value before timer expires. Despite the persistent beam failure instances, BFC never reaches MaxBFI which is configured to be “2” in this example.
Observation 1: If persistent beam failure instances occur between multiple “no beam failure instances” within the expiry of timer, the beam failure counter may never reach MaxBFI before timer expires.
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Figure 2 (Above): Beam failure instance notifications should be sent accompanied by beam failure weights which indicate the severity of beam failures (Below): Beam failure counter considers the severity of beam failures and the good and bad beam qualities in the past
The beam failure counter only changes when beam failure notification is received and remains the same if no notifications are received before timer expiry. However, this does not take into consideration of the good beam quality before beam failure instances. This is illustrated in figure 3. To take into consideration of the history of beam qualities, beam failure counter should decrease if no beam failure notification is received and accumulates the number of beam failures and no beam failures.
Proposal 1: beam failure counter should decrease if no beam failure notification is received and accumulate the number of beam failures and no beam failures.
To resolve persistent beam failure instances illustrated in Figure 1, we propose that PHY sends an additional value, termed as Beam Failure Weight (BFW), together with each beam failure instance notification. BFW indicates the severity of the beam failure. For example, if the measured beam quality, such as L1-RSRP of CSI-RS, is much lowered than its running average, an indication of the difference between current beam quality and its average is sent to MAC. The larger the BFW, the worse the current beam quality. 
Proposal 2: PHY sends beam failure weight (BFW) to signal the severity of beam failure.
Upon receiving the beam failure notification and the corresponding BFW, MAC increases the beam failure counter proportional to BFW. The larger BFW, the more is the counter increased. For example, the counter can be increased by the value of BFW.
Proposal 3: MAC updates beam failure counter according to beam failure notification and the beam failure weight value.
As beam failure recovery is handled via RACH, it may generate interference towards other UEs in the cell if contention based RACH is used. Beam failure recovery should not be triggered unnecessarily. In situations when UE are rotating, for example during gaming, good quality beams may occasionally experience deep channel fading as illustrated in Figure 3.
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Figure 3 Beam failure counter should take into consideration of beam qualities in the past. (Above): Unecessary beam failure receovery is triggered when good beam qualities in the past is not considered. (below): beam failure counter considers both beam failure instance and no beam failure instance and avoids unnecessary trigger of beam failure recovery
In UE with front patch antennas, rotation to the back of the UE may decrease beam quality by roughly 10dB. To avoid triggering beam failure recovery unnecessarily, PHY should notify MAC if beam qualities are very good. This builds up tolerance in the beam failure counter so that beam failure would not be triggered unnecessarily. This can be achieved by PHY sending a good beam indicator to MAC which adjust the weights of “no beam failure” in updating beam failure counter. The effect of the good beam indicator is illustrated as an example in Figure 4. In case of severe beam failure the BFW can be increased to trigger BFR more rapidly.
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Figure 4 Beam failure counter decreases more rapidly upon receiving a good beam indicator weight; black line: if the good beam indicator weight is not received, blue line: if the good beam indicator weight is received
Proposal 4: PHY indicates good beam quality to MAC when beam quality is a certain threshold above average.
Proposal 5: In case of severe beam failure the BFW can be increased to trigger BFR more rapidly.

Currently the parameter BeamFailureInstanceMaxCount is configured by higher layers through RRC messages. However, if persistent beam failures instances occurs without triggering beam failure recovery or beam failure recover is triggered too often, MAC to signal higher layer to modify the value of BeamFailureInstanceMaxCount.
Proposal 6: Method of (re)configuring BeamFailureInstanceMaxCount should be FFS.
In summary the beam failure detection procedure is described below:
· PHY detects beam failure instance:
a. send BFI notification to MAC
b. send BFW to MAC
· MAC modify beam failure counter:
a. by accumulating BFI and absence of BFI
b. according to BFI and BFW
· If beam quality is reaching certain threshold above average:
a. PHY sends good beam indication to MAC with weight
b. MAC receives good beam indicator and decreases beam failure counter
· If BFI metric is greater than zero, MAC starts timer. If timer expires, MAC resets beam failure counter to zero
· If beam failure counter reaches BeamFailureInstanceMaxCount, BFR is triggered

Misalignment between RAN1 and RAN2
In RAN1#92 agreement, the value range of beamFailureRecoveryTimer is updated to be {10, 20, 40, 60, 80, 100, 150, 200} in units of msec in RRC messages. However, in RAN2#101 agreements, beamFailureRecoveryTimer is not supported in the view of RAN2. The beamFailureRecoveryTimer denotes the time between the first BFI notification and the reception of the response of beam failure recovery from the gNB. We suggest a LS to RAN1 for clarification.
Proposal 7: An LS to RAN1 for clarification of beamFailureRecoveryTimer.

Conclusions
Observation 1: If persistent beam failure instances occur between multiple “no beam failure instances” within the expiry of timer, the beam failure counter may never reach MaxBFI before timer expires.
Proposal 1: beam failure counter should decrease if no beam failure notification is received and accumulate the number of beam failures and no beam failures.
Proposal 2: PHY sends beam failure weight (BFW) to signal the severity of beam failure.
Proposal 3: MAC updates beam failure counter according to beam failure notification and the beam failure weight value.
Proposal 4: PHY indicates good beam quality to MAC when beam quality is a certain threshold above average.
Proposal 5: In case of severe beam failure the BFW can be increased to trigger BFR more rapidly.
Proposal 6: Method of (re)configuring BeamFailureInstanceMaxCount should be FFS.
Proposal 7: An LS to RAN1 for clarification of beamFailureRecoveryTimer.

References
[1] RAN2#AH1801 Chairman notes, Vancouver, January 2018
[2] RAN2#101 Chairman notes, Athens, March 2018
[3] RAN1#AH1801 Chairman notes, Vancouver, January 2018
[4] RAN1#92 Chairman notes, Athens, March 2018
[5] R2-1803981_R1-1803348, RAN1, “LS reply on beam failure recovery”, RAN2#101, Athens, March 2018


image3.jpg
timer =2t

Beam
failure
absence Yecovery

Beam
Failure 0 0 0 0 0 0 1] ] o [} o 1} 0 1 1 2
Counter

Beam
Failure 1 1
Weight

MaxBFl/
BeamFailurelnstanceMaxCount = 2

Beam
Failure
Counter




image4.jpg
timer =2t

Beam failure Timer Timer Timer Timer Timer Timer Timer
instance  expires expires expires expires expires expires expires
absence
kts
Beam
Failure 0 1 1 o 1 1 o 1 1 o 1 1 0 1 1 0 1 1 0 1 1 0
Counter
Beam
Failure 1 2 1 3 4
Weight
Good beam 5 Beam MaxBFI/
indictor . 2
failure

BeamFailurelnstanceMaxCount = 2
recovery | !

Failure : b :

Counter





image1.jpg
PHY

Beam
monitoring

MAC

Beam

{Beam Failure
Instance,
BeamFailureWeight}

failure
detection

If BeamFailureCounter reaches
BeamFailurelnstanceMaxCount

Beam
failure
recovery





image2.jpg
timer =2t

Beam failure Timer Timer Timer Timer Timer Timer Timer
instance  expires expires expires expires expires expires expires
absence
t
>
Beam
Failure 0 1 1 o 1 1 o 1 1 0 1 1 0 1 1 0 1 1 0 1 1 0
Counter
Beam
Failure T 2 1 3 3
Weight
Beam MaxBFI/
failure 2 BeamFailurelnstanceMaxCount = 2
recovery :
1
0
Beam V .
Failure : . . L :
Counter




