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1
Introduction
At the RAN2#AH-1801 meeting, there were some agreements of resume reject in INACTIVE in NR. 
Agreements

1
A UE in INACTIVE, trying to resume an RRC connection, can receive MSG4 sent over SRB0 (without Integrity protection) to move the UE back into INACTIVE (i.e. rejected with wait timer).

2    INACTIVE related parameters/configuration should not be updated by a MSG4 sent over SRB0 (as it is a non-protected message).

3    A UE in INACTIVE, trying to resume an RRC connection, can receive MSG4 sent over SRB1 with at least integrity protection to move the UE back into INACTIVE (i.e. not rejected). (RNA update use case)

4    The MSG4 (i.e. not rejected) of agreement 3 can configure at least the same parameters as can be configured by the message that moves the UE to inactive (e.g. I-RNTI, RNA, RAN DRX cycle, periodic RNAU timer, redirect carrier frequency, for inactive mode mobility control information or reselection priority information). (Security framework are to be discussed independently)

5    A UE in INACTIVE, trying to resume the RRC connection, can receive MSG4 sent over SRB1 with at least integrity protection to move the UE into IDLE.

5.1 This MSG4 (i.e. SRB1 release to IDLE) can carry same information as RRC Connection release kind of message (e.g. priority, redirect information, idle mode mobility control information, cause and idle mode re-selection information).

6    UE in INACTIVE, trying to resume an RRC connection, cannot receive MSG4 sent over SRB0 (without Integrity protection) to move the UE into IDLE to stay in IDLE (i.e. not precluding use of fallback to RRC Connection Establishment).
In R2-1801753[1], SA3 has answered the Dos attack question raised by RAN2 in R2-1712052 [2], the question and answer are listed below:
“

Q.1: Does SA3 have any security concern with the above RAN2 agreement?  For example, there can be DoS attack by a fake gNB sending one or more successive response messages with Wait timer.  Further RAN2 would like to ask if SA3 has any comments regarding the Wait timer values”

SA3 Response:

SA3 acknowledges the risk of DoS attack by a fake gNB if Reject message is sent unprotected over SRB0. When such DoS attack occurs, UE (including delay tolerant and normal UEs) can be prevented from transitioning from inactive to connected mode.

SA3 would like to emphasize that changing the value of the wait timer does not eliminate the aforementioned DoS risk as long as the wait timer is binding to the UE. The value of the Wait Timer should be balanced between two aspects. On one hand, the timer should be long enough so that the UE does not try to come to back too early to possibly congested network, and on the other hand, short enough so that the impact of a possible DoS attack is minimized. Furthermore, SA3 has no recommendation for exact values of wait timers.

SA3 also noticed that when dealing with a large number of UEs that request access at the same time, the gNB should be allowed to set the timers to different values for the different UEs (of the same time) in order to avoid a self-inflicted DoS attack because all UEs would come back directly after the Wait timer has been set.

”

From SA3’s answer, SA3 acknowledges the DoS attack for rejection procedure. Thus, this contribution proposes possible solutions to eliminate the security threat.
2
Discussion
2.1
DoS Attack Issues
From the answer for Q1 in R2-1801753[1], SA3 acknowledges the risk of DoS attack by a fake gNB if Reject message is sent unprotected over SRB0. When such DoS attack occurs, UE (including delay tolerant and normal UEs) can be prevented from transitioning from inactive to connected mode.
Observation 1: The risk of DoS attack by a fake gNB to both delay tolerant and normal UEs exists, which is caused by the wait timer.
SA3 emphasizes that changing the value of the wait timer does not eliminate the aforementioned DoS risk as long as the wait timer is binding to the UE. The value of the Wait Timer should be balanced between two aspects. On one hand, the timer should be long enough so that the UE does not try to come to back too early to possibly congested network, and on the other hand, short enough so that the impact of a possible DoS attack is minimized. Furthermore, SA3 has no recommendation for exact values of wait timers. 
Observation 2: Simply adjust the value of wait timer could not eliminate the DoS risk. Because it is hard to balance the minimal and max value as long as the wait timer is binding to the UE.
Observation 3: The value of the wait timer should be short enough to minimize the impact of DoS attack, and be long enough to avoid UE trying to come back too early.
There is another solution to address the congestion issue without binding to the UE, which is access barring check mechanism. The UE could receive AC barring parameter from SI, and try to establish an RRC connection after drawing a random number so that the UEs who receive the SI could connect to the gNB with a certain probability. It is way to slow down congestion. However, the solution could not affect the specific UE. 

Observation 4: Access barring check mechanism could slow down congestion without binding a wait timer to the UE, but it could not affect the specific UE.
The network may reject the UE for different reasons, e.g. congestion in the air, access control, resource overload, etc. In some cases, the gNB still has enough resources, e.g. congestion in the air, access control. In some other cases, the gNB has run out of the resources, e.g. resource overload.
Observation 5: The network may reject the UE in two different cases, i.e. gNB still has resources, and the gNB has run out of resources. 
2.2
Potential Solutions
Thus, the security threat is caused by unprotected wait timer. There are two options to protect the wait timer.

A1.
According to observation 2, it is hard to balance the value of wait timer, so, it is recommended to integrity protect the wait timer so that the value could be set to an arbitrary value. According to observation 4 and observation 5, the wait timer would be optional in the reject message. When the gNB rejects the UE with enough resources, the gNB would integrity protect the wait timer, and send the protected wait timer to the UE. When the gNB rejects the UE with little resources, the gNB would not involve the wait timer to the reject message, and launch access barring check mechanism. When receiving the reject message without wait timer, the UE shall try to resume according to the access barring check mechanism.
A2.
According to observation 3, the DoS attack is caused by large value of unprotected wait timer, if the wait timer is short enough, it could minimize the possibility of DoS attack. So, it is recommended to integrity protect the wait timer with large value. For the value below a threshold value, e.g. 2s, the wait timer can be sent to the UE without integrity protection. But for the value beyond that threshold value, the wait timer shall be sent to the UE with integrity protection. When the gNB rejects the UE with enough resources, the value of the wait timer could be beyond the threshold value, and hence is integrity protected. When the gNB rejects the UE with little resources, the value of the wait timer shall be beyond the threshold value, and hence is not integrity protected.
Both two options provide unprotected reject message for the UE in case the gNB has run out of the resources, since there is no wait timer, or the value of the timer is low, the risk for the DoS attack is low. Furthermore, both options provide integrity protection for wait timer. So, when the gNB wants to reject a UE with a long time, e.g. 30 minutes for a delay tolerant UE, since the wait timer is integrity protected, the DoS attack will also be eliminated.

However, option A1 is simpler to implement on both UE and gNB. The wait timer could be optional in the reject message, and access barring check mechanism is also supported in LTE. Thus, we recommends option A1 as the preferred solution.
Proposal 1: The wait timer could be optional in the reject message according to rejection causes. 
· If the message does not include wait timer, the reject message could be sent to the UE without integrity protection. 
· If the message includes the wait timer, it is recommended to at least integrity protect the wait timer.
When PDCP entity is not changed, since UE context is stored in the same gNB, it is available to integrity protect the wait timer. 
However, when PDCP entity is changed, the UE context is stored in the anchor gNB, when UE resumes at serving gNB, the serving gNB may need to ask the anchor gNB for integrity protection of the wait timer.  From proposal 1, in cases that the gNB still has resources and Xn interface is available, the serving gNB could ask anchor gNB for integrity protection of the wait timer.

Thus, the proposed solution is listed in the figure 1. When PDCP entity is changed, if the serving gNB wants to reject the UE with wait timer, the serving gNB shall send a new Xn-AP message including wait timer to the anchor gNB to indicate the rejection. The anchor gNB could compute a token like ShortResumeMAC-I with wait timer and AS key, and return it to the serving gNB. Then, the wait timer and the token are transmitted to the UE by the serving gNB. If the wait timer is included, the UE shall verify the token with wait timer and AS key at first, after successful verification, the UE could deal with the wait timer. When PDCP entity is not changed, the single gNB performs the roles of both the serving and anchor gNB.

On the one hand, the token has the similar function with the ShortResumeMAC-I, and could be used for the UE to authenticate the network. On the other hand, the wait timer is involved to the computation of the token, which is also integrity protected by the network. Note that when rejecting the UE, the serving gNB may not need to fetch the UE context since UE may move to the other gNB during the INACTIVE state, so the anchor gNB may not retrieve the UE context for that. 
Proposal 2: To integrity protect the wait timer, when PDCP entity is not changed, the anchor gNB shall involve the wait timer to compute a token for authentication by the UE, and return the wait timer and the token back to the UE. UE could deal with the wait timer after successful verification of the token.
Proposal 3: To integrity protect the wait timer, when PDCP entity is changed, the serving gNB shall send the setting wait timer to the anchor gNB, the anchor gNB shall involve the wait timer to compute a token for authentication by the UE, and return the wait timer and the token back to the UE. UE could deal with the wait timer after successful verification of the token.
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Figure 1 anchor gNB protects the wait timer
At the RAN2# AH-1801 meeting, the agreement 1 of resume reject in INACTIVE in NR states that “A UE in INACTIVE, trying to resume an RRC connection, can receive MSG4 sent over SRB0 (without Integrity protection) to move the UE back into INACTIVE (i.e. rejected with wait timer).” It is agreed for UE to receive MSG4 over SRB0 with wait timer. Thus, to reduce change for the agreement 1, the token generated by the anchor gNB could be sent in reject message with wait timer on SRB0 if the wait timer is needed.

For this solution, if wait timer is needed for serving gNB, the wait timer shall be involved to compute the token by the anchor gNB, so the wait timer could not be forged or tampered with without AS key. Thus, the solution could address DoS security threat when wait timer is included in the reject message.
Proposal 4: The serving gNB shall send the reject message including wait timer and token on SRB0 to the UE. 
SA3 also notices that when dealing with a large number of UEs that request access at the same time, the gNB should be allowed to set the timers to different values for the different UEs (of the same time) in order to avoid a self-inflicted DoS attack because all UEs would come back directly after the Wait timer has been set.
A method to avoid the self-inflicted DoS attack is that the gNB could set a timer, during the timer, there is a large number of UEs that request access, when the serving gNB decides to reject these UEs, and it may divide the UEs into a small group, and construct different wait timers for different groups. 

However, the problem is an implement case, which may not be discussed in the specification. 

Proposal 5: When dealing with a large number of UE, the gNB needs to have the logic to set different wait timer for the different UE. However, it is an implement case. 
3
Conclusion
Based on the previous observations:
Observation 1: The risk of DoS attack by a fake gNB to both delay tolerant and normal UEs exists, which is caused by the wait timer.
Observation 2: Simply adjust the value of wait timer could not eliminate the DoS risk. Because it is hard to balance the minimal and max value as long as the wait timer is binding to the UE.

Observation 3: The value of the wait timer should be short enough to minimize the impact of DoS attack, and be long enough to avoid UE trying to come back too early.

Observation 4: Access barring check mechanism could slow down congestion without binding a wait timer to the UE, but it could not affect the specific UE.

Observation 5: The network may reject the UE in two different cases, i.e. gNB still has resources, and the gNB has run out of resources.

We propose the following:

Proposal 1: The wait timer could be optional in the reject message according to rejection causes. 
· If the message does not include wait timer, the reject message could be sent to the UE without integrity protection. 
· If the message includes the wait timer, it is recommended to at least integrity protect the wait timer.
Proposal 2: To integrity protect the wait timer, when PDCP entity is not changed, the anchor gNB shall involve the wait timer to compute a token for authentication by the UE, and return the wait timer and the token back to the UE. UE could deal with the wait timer after successful verification of the token.

Proposal 3: To integrity protect the wait timer, when PDCP entity is changed, the serving gNB shall send the setting wait timer to the anchor gNB, the anchor gNB shall involve the wait timer to compute a token for authentication by the UE, and return the wait timer and the token back to the UE. UE could deal with the wait timer after successful verification of the token.

Proposal 4: The serving gNB shall send the reject message including wait timer and token on SRB0 to the UE.
Proposal 5: When dealing with a large number of UE, the gNB needs to have the logic to set different wait timer for the different UE. However, it is an implement case.
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